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Abstract

Aim. Based on a pilot multimodal study, this paper explores the alignment patterns of speech and
gesture distribution elicited from participants in two regimes of immersive communication, Human-
Human and Human—Computer interaction.

Methodology. A multimodal experiment was carried out in two interactional regimes, with the par-
ticipants discoursing with a human partner and to a computer (with a computer stimulus exposure).
Individual variance in discourse schemata in speech and gesture types distribution was established
based on hierarchical cluster analysis that enabled to identify groups of participants exhibiting dis-
cursive recurrencies in immersive communication.

Results. The obtained results showed that the co-occurrence of gesture and discourse schemata
helped reinforce the communicative intent in Human-Human communication. Using regression anal-
ysis, the study confirmed that individual variance in discourse schemata distribution was observed in
the use of descriptive schemata irrespective of the interactional regime at play.

Research implications. The research findings suffice to assume that the extent of immersion in mul-
timodal communication can be measured, predicted, and even deliberately preset. Qverall, the article
attests to the applicability of multimodal methodology to exploring immersion.
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AHHoTayna

Llenb. Ha oCHOBaHMW NMWUNOTHOrO NONIMMOAANILHOIO WCCNEOBaHNA B CTaTbe W3Yy4aloTcH MOAENU
pacrnpefenieHns afantaunu peyn n xkKecta y y4acTHWKOB 3KCMEpUMEHTa B YCNOBUAX UMMEPCUB-
HOW KOMMYHUKaLWK, OCYLLECTBIISIEMON B ABYX PeXWMax B3aUMOLEACTBMS: «4eSI0BEK—4eSI0BEK>» |
«YeJI0BEK—KOMMbIOTEP».

Mpoueaypa u metoabl. [TpoBeéH NONMMOAANbHbIA 3KCMEPUMEHT, B X0/l KOTOPOr0 OCYLLECTBNANACH
(hukcaums peyeBoro u XXecToBOro NoBefieHNst Y4aCTHUKOB B NPOLEecce B3auMOAENCTBUS C LpYyrum
4eNOBEKOM WM C 3KPAHOM KOMMbOTePA (C NPefCTaBIeHHbIM HA HEM AWHAMUYECKUM CTUMYNOM).
C NoMOLLbHO Mepapxm4ecKoro KacTepHOro aHanmsa, No3BoJIMBLLErO CrpynnupoBaTh y4aCTHUKOB CO
CXOXXMMU NPOSIBIEHUAMU UMMEPCUBHON KOMMYHWKALMN, YCTAHOBJIEHO UHANBULYAIbHOE BapbUpo-
BaHuWe B pacnpejeneHnn ANCKYPCUBHBIX CXEM B PEYM U TUMOB XECTOB.

PesynbTatbl. [1onyyeHHble pe3ynbTatbl AeMOHCTPUPYKOT, YTO KOMMYHUKATWBHOE HamMepeHue ro-
BOPALLEro B PeXMMe «4esI0BEK—4eSI0BEK» ObI10 YCUNEHO C NOMOLLLI0 CUHXPOHWU3MPOBAHHOIO UC-
NnoJsib30BaHMsA XecTa 1 peyn. NpoBeAEHHbBIA PErPeCCMOHHbIA aHanK3 nokasan, YTo UHAUBKAYbHOE
pasfinyune B pacnpeesieHnn AMCKYPCUBHbIX CXeM Hab0AaN0Ch B UCMONb30BaHWN [eCKPUNTUBHBIX
CXeM BHe 3aBUCUMOCTMN OT pexxuma B3auMoencTBus.

TeopeTnyeckas n/unu npakTMyeckas 3Ha4UMOCTb. [10s1y4eHHbIe pe3ynbTaThl NO3BONIAIOT NPEANono-
XUTb, YTO CTENEHb MMMEPCUBHOCTU MOXET ObITb U3MEPEHa, CMPOrHO3MPoBaHa N AaXe HaAMepeHHO
npefycTaHoBeHa. B Lenom, jaHHoe nccrefoBanne JokasbiBaeT 3(HeKTUBHOCTb NPUMEHEHNSA MN0-
NUMOJAIbHOr0 MeToAa 1 UCCnefoBaHNs UMMEPCUBHOCTH.

KntoyeBbie cnoBa: QNCKYPCUBHBIE CXEMbl, UMMEPCUBHOCTb, NONUMOLANbLHOCTb, NONIMMOAANIbHOE
noBefAeHne, PYHKLMOHANbHbIE TUMbI XXECTOB

Anda yntnposanns:

MotexuH B. 0. AmanTtaumus pe4yeBoro 1 XecToBOro noBeLeHNs B YCII0BUAX UMMEPCUBHON KOMMYHU-
KaLun: pexumbl B3aUMOLENCTBUSA «4eNOBEK—4EN0BEK» U «4eJI0BEK—KOMMNbIOTeP» // Bonpockl co-
BPEMEHHOI nuHrBncTNKN. 2024. Ne 2. C. 40-51. https://doi.org/10.18384/2949-5075-2024-2-40-51

Introduction
The growth of Human-Human and Hu-

study, we address the cognitive level of inter-
action which embraces the ways people con-

man-Computer interaction has stimulated
multiple studies exploring its major aspects
or levels [1, p. 17], which are physical, cogni-
tive, and affective [2, p. 139]. In the present

strue information in communicating with
each other and with computer. One of the
possible methods of attesting the cognitive
aspect of interaction is via conversational
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practices [3] in a laboratory setting [4, p. 44—
45]. Meanwhile, while this is mostly speech
and gaze which are considered as two main
sources of data, the multimodality of speech
and gesture is largely neglected. However, it
is the speech and gesture alignment that is
thought to betray the communicative intent
[5; 6; 7]. Consequently, in this study we ad-
dress speech and gesture alignment with the
view to disclose their specific alignment pat-
terns which are typical of different interac-
tion regimes in immersive communication
or the communication which transforms
its observer into its active participant [8; 9].
To proceed, we employ multimodal experi-
ment and contrastive method, comparing
their distribution in Human-Computer in-
teraction and Human-Human interaction in
immersive communication in two regimes,
1) with the participant exposed to a dynamic
scene augmented by VR-technologies and
presenting it in speech and gesture while
viewing, 2) with the participant presenting
the priorly shown dynamic scene to an ac-
tive listener, expecting that under similar
discourse circumstances we could determine
the differences in selecting speech and ges-
ture combinations.

As known, multiple studies have ad-
dressed gesturing as part of multimodal
(and also robotic) environment [10; 11; 12];
however, they mostly specify the structural
or formal gesture characteristics while the
discourse-dependent multimodal alignment
of speech and gesture is seldom considered.
We expect that the adopted Interactive Ap-
proach [13] will allow to specify selecting
1) the discourse schemata in speech, 2) the
functional gestures which are mostly dis-
course dependent, 3) the speech and gesture
alignment patterns or the patterns of their
synchronized distribution.

The study elaborates two major hy-
potheses. First, we presume that the use of
discourse schemata and gesture types will
manifest significant differences in Human-
Computer interaction accompanied by the
stimulus exposure and in Human-Human
interaction not accompanied by any stimu-

lus exposure. Second, we expect that there
exist differences in the individual distribu-
tion of discourse schemata and gesture types
in Human-Computer and Human-Human
interaction.

The work is structured as follows. First,
we present Theoretical framework which
comprises the studies on immersive com-
munication and its features, the discourse
types and discourse schemata in speech and
also the studies on functional gesture types
featuring the opportunities to explore speech
and gesture alignments. In Methods and pro-
cedure section we describe the multimodal
experiment design. In Results and Discus-
sion section the results on the discourse
schemata in speech, the functional gestures
and the speech and gesture alignment pat-
terns are specified. The research input is pre-
sented in the Final remarks.

Theoretical framework

When it comes to studying immersion,
the research interest is typically geared
toward the technical side of the matter, i.e.
measuring the impact of VR!-/AR*/MR’-
technologies on the extent of the engagement
with a dynamic stimulus [8; 9]. The present
study adds to the technological dimension
two more modalities (termed multimodal)
that can be subjected to analysis, namely
the user’s discourse and gesture. Our belief
is that while experiencing a dynamic scene
augmented by VR-technologies, the user is
being transformed from a passive observer
into an active participant in an engrossing
digital environment. This transformation, in
turn, affects the user’s multimodal behaviour.
Viewing immersion as both a cognitive and
discursive phenomenon, this paper offers a
discourse-based method to analyzing it.

! VR: virtual reality, a computer-generated reality that

projects the user into a 3D space by means of a headset.
> AR: augmented reality, any alteration made to a real-
world image or video.

* MR: mixed reality, the merging of real and virtual
worlds to produce new environments and visualiza-
tions where physical and digital objects co-exist in real
time.
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Importantly, the overall adopted ap-
proaches to exploring cognitive and discur-
sive characteristics of immersive commu-
nication are the Interactive Approach [13]
which allows to identify them in the interac-
tive environment, here in Human-Comput-
er and Human-Human interaction regimes,
and the Integrative Functional Approach
[14, p. 62-63]. Starting from the assumption
that spontaneous communication may in-
corporate various discourse types, we expect
immersive communication to exhibit the
tendency toward varying discourse types dis-
tribution in the users’ speech with and with-
out stimulus exposure. Relying on the recog-
nized notional discourse taxonomies [15; 16;
17], we differentiate between narrative, de-
scriptive, argumentative, and expositive dis-
course types. This (rather) formal differentia-
tion should not, however, come into conflict
with the view of discourse as a continuum,
which it essentially is, and, therefore, there
is an ongoing overlap of distinct discourses.
Nevertheless, setting discourses apart helps
the researcher make sense of linguistic recur-
rencies typical of this or that discourse. At the
same time, lexical features marking a specific
discourse are incommensurable with this
discourse as a whole for speech normally in-
corporates passages drawn from a variety of
discourses [18, p. 8-9]. Apparently, there ex-
ist “larger-than-text” structures that conven-
tionalize a discourse and facilitate our dis-
cursive expectations. These superstructures,
which are independent of content or theme,
are referred to as (discourse) schemata [19;
20]. Hence, each discourse type has an intrin-
sic set of schemata.

Conventional schemata for narrative pas-
sages are setting, initiating events, characters’
goals, attempts towards goals, and event out-
comes [21]. Descriptive passages are char-
acterized by such schemata as description/
explanation, background information, elabo-
ration, exemplification [22]. The schemata for
expositive discourse are as follows — view-
point formulation, viewpoint presentation,
compare-contrast, cause—effect, problem-so-
lution [23]. Finally, schemata that character-

ize argumentative discourse are standpoints
at issue, starting points of discourse, argument
advance, outcome presentation [24]. It should
be noted, however, that not all schemata have
to be present in a discourse, some of them
can be missing or re-arranged.

In the present study, we posit that im-
mersion is likely to impact the user’s mul-
timodal behaviour (discourse and gesture
use), whereas the factor of interaction re-
gime (Human-Computer, Human-Human)
will affect the variance in discourse schemata
and gesture distribution. A large body of re-
search has recently explored how discourse
and gesture co-exist to reinforce the commu-
nicative intent [5; 6; 7]. It is now widely rec-
ognized that speech and gesture may form
a single entity and organize our discourse.
The co-occurrence of gesture and speech has
received thorough scrutiny in the theory of
growth points [25]. In terms of gesture, we
will address the communicative functions
of gesture manifested in gesture types [6].
In our study, four gesture functions will be
considered - pragmatic, representational,
deictic, and adaptive.

Methods and procedure

Recently, multimodal approach to speech
and gesture has been widely applied in cog-
nitive discourse studies. However, its poten-
tial to explore immersive communication
has been paid scarce attention, if at all. In
this study, we aim to test the applicability of
multimodal methodology to exploring im-
mersion.

Based on a pilot multimodal experiment,
we will establish the contingency of speech
and gesture elicited from participants in im-
mersive communication that simulates their
engagement in communicative discourse.
We recruited 15 participants (85,8% female,
middled-aged). The experiment was con-
ducted in two stages. During the first stage
which was Human-Computer interaction
the participants were exposed to a dynamic
visual stimulus and had to deliver online their
verbal commentary as the dynamic scene
was unfolding. The stimulus used was a video
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footage that simulates (bodily) engagement
(movement and object perception) of a
viewer studying a dynamic image (AI-
generated themes of Van Gogh's “Starry
Night” and “Bedroom in Arles” presented as
a single continuous image with alternating
scenarios). During the second stage, which
was Human-Human interaction without
stimulus exposure, the participants had to
retell their previous viewing experience to
an active (interested) listener. At both stages,
they were filmed, their voice recorded, and
their movement captured on a camera.
Thereafter, their speech and gesture use were
annotated in ELAN software.

In terms of speech, we established speech
patterns (manifested in discursive mark-
ers) typical of each discourse schema. The
taxonomy of narrative discursive markers
aligned with narrative discourse schemata
[21] includes Story starters (6uncy xapmumy
Ban Toea/ I can see a Van Gogh painting,
«JIynnas wouv»/ (Van Gogh's) “Moon-
lit night”), Dynamic event (cunuii usem
osuzancs, nepenusancsa/ the blue colour
was in motion and iridescent), Directed
movement (mut npubnuicaemcs K 00HOMY
u3 domuxos / were coming up to one of the
cabins), Occurrence time (3amem / then,
nomowm / after (that), Oanee/next), Story
endings (xapmuna ucuesna/ the painting
has (now) disappeared, (y nac) nonnocmoio
pacmeopunace xapmunxa/ the image has
completely faded away), etc.

The taxonomy of descriptive discursive
markers aligned with descriptive discourse
schemata [22] includes Existential predicates
(6vLensa0um ewé bonee 3asopaxcusarousum /
(it) looks even more intriguing, eéviensoum
HemHoeo cloppeanucmuuno / (it) looks some-
what surreal), Spatial deixis (wxag cmosn
cneea / the closet was on the left, uemooan
6vin 6 wikady / the suitcase was in the clos-
et), Detailed elaboration (event, object, state)
(uoy-uoy / I keep going (on and on), Iony6o-
samuvtii cmonux / a bluish small table), Phys-
ical space presentation (wxag, xposamv,
cmynos wénmute / (I can see) a closet, a bed,
some yellow chairs), etc.

The taxonomy of expositive discursive
markers aligned with expositive discourse
schemata [23] includes Rhetorical ques-
tion (Ymo npoucxooum?/ What’s going
on?), Linker (co6cmeenno 2060ps/ as
a matter of fact, no-euoumomy / appar-
ently), Modality (603moscno / possibly,
snauum / that is), Implicit comparison (xax
6v1 / sort of, xax 6yomo 6vt/ as if), Evalu-
ation (docmamouno ckyOnwuii/ fairly mod-
est), Causation, consequence, and condition
(nomomy umo / because, cnedosamenv-
Ho / consequently, noamomy / that’s why),
Listener-oriented rhetorical patterns (som
3naeme / you know), self-oriented rhetorical
patterns (2060pto / I say), Hesitation (noucx
cnos: mmm, aaa/ word search: errr, hmm,
He 3nar / dunno), Metadiscourse (maxoe
ougywienue / it feels like, ny, kax-mo max /
that’s about it), etc.

The taxonomy of argumentative discur-
sive markers aligned with argumentative dis-
course schemata [24] includes Volition (xo-
menoco Ovl, 4mMobvl KApMuHKa 06U2ANACH
nobwvicmpee / I wish the painting were mov-
ing a bit faster), Uncertainty (ecnu £ npa-
sunvHo nomuto / if my memory doesn’t fail
me), Clarification (ecmv maxue suoeo xa
YouTube / (so) there’re these videos on You-
Tube), Drawing conclusions (1 oxasanca
npae / it turned out I was right), etc.

The markers were further employed for
studying speech and gesture behaviour in the
participants’” discourse.

Next, we will provide specification of
the gesture functions referred to previously.
Pragmatic gestures are context-bound, and
their meaning depends on the words they
co-occur with. As it is illustrated in the ex-
ample below (Figure 1), representational (or
iconic) gestures establish an associative link-
age between a hand movement (form) and
the corresponding process (object). In the
example taken from the stage without stimu-
lus exposure (Figure 2), we can see an axis-
like gesture employed to mark spatial ori-
entation (deictic gesture). Finally, adaptors
are self-oriented gestures employed to gain
control of the communicative situation when
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Gesture:
representational

Speech:

0a, oHa max 3a-
671eKaem HeMHO20
uesnoeexa 6Hympo /
so, yeah, it engages
you a bit inside of it

Fig. 1/ Puc. 1. Representational gesture synchro-
nized with the INITIATING EVENT narrative
schema at the stage with stimulus exposure / Co-
BMECTHOE JICIIO/Ib30BaHMe PEIPE3EeHTHPYIOIETO
JKecTa ¢ YCKYPCUBHON cXeMoit HappaTusa VIC-
XOJHBIE COBBITHUA Ha sTamne ¢ npexbABIeHNeM
CTUMY/Ia

Gesture: deictic

Speech: Budeocto-
sHcem... Ol NPO
3HAKO0BY10 KAPMUHY
Buncenma Ban Ioea /
The video... was about
Van Gogh's pivotal
painting

Fig. 2 / Puc. 2. Deictic gesture synchronized with
the INITTATING EVENT narrative schema at the
stage without stimulus exposure / CoBMecTHOe
JICIIO/Ib30BaHMe EMIKTUIECKOTO JKeCTa C IUCKyP-
cusHolt cxemorlt Happatusa VICXO/IHBIE COBbI-
TVIA Ha aTane 6e3 NpeNbABIEHUA CTUMY/IA

Source: photographs (fig. 1, 2) from the author’s personal archive.
Hcmounuxk: ororpadumu (puc. 1, 2) 13 IMIHOTO apXuBa aBTOpa

the speaker is challenged. The participants’
gesture use was annotated in ELAN software
which enables to synchronize gestures and
the discursive markers they co-occur with.

Results and discussion

Since two major hypotheses were tested,
claiming that 1) the use of discourse schema-
ta and gesture types will manifest significant
differences in Human-Computer and Hu-
man-Human interaction, and that 2) the in-
dividual distribution of discourse schemata
and gesture types in two interaction regimes
displays differences, we will present and dis-
cuss the results in two subsections.

Discourse schemata and gesture types
in Human-Computer
and Human-Human interaction

In Figure 3 we present discourse schema-
ta distribution in the participants’ speech in
Human-Computer interaction with stimu-
lus exposure. Figure 4 shows discourse sche-
mata distribution in Human-Human inter-
action without stimulus exposure.

Both Figure3 and Figure4 manifest
variance in the use of descriptive, expositive

and argumentative discourse schemata with
Mean=40 with stimulus and Mean=45.2
without stimulus for description; Mean=37
with stimulus and Mean=35 without stimu-
lus for exposition; and Mean=3.8 with sti-
mulus and Mean=1 without stimulus for
argumentation. Figure 5 and Figure 6 show
gesture use activity during the two experi-
mental stages (with and without stimulus).
As seen from Figure 5 and Figure 6, sig-
nificant variance is observed in gesture use
at both experimental stages with a significant
increase in gesture activity at the stage with-
out stimulus exposure. Three gesture types,
pragmatic, representational, and deictic tend
to be used significantly more frequently
when the participants are not exposed to
the stimulus. The obtained results show that
discourse and gesture co-exist to reinforce a
Human-Human interactional communica-
tive intent rather than a Human-Computer
interaction which proves the specificity of
computer-oriented communication and the
results obtained in [2; 3]. The results also suf-
fice to claim that speech and gesture align-
ment patterns in both cases are stimulated by
different types of growth points [25] mani-
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Fig. 3 / Puc. 3. Discourse schemata distribution
with stimulus exposure / Pacnipesienene gyckyp-
CHBHBIX CXeM B Pedl Ha 9Talle C IPebABICHINeM
cTUMyna
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Fig. 4 / Puc. 4. Discourse schemata distribution
without stimulus exposure / Pacripepenenne nuc-
KYPCUBHBIX CXeM B pedn Ha 9Talle 6e3 Ipebsniie-
HVSI CTUMYJIA

: e

I Adaptive [l Pragmati

c [ Representational [ Deictic

Fig. 5 / Puc. 5. Gesture activity among participants at the stage with stimulus / Pacnpepnenenne akTusHo-

CTI JK€CTa Ha 3TaIle C IPpeADbABICHNEM CTUMYJIA

50

45

0 k=

X

L

[ Adaptive [l Pragmatic [l Representational [l Deictic

Fig. 6 / Puc. 6. Gesture activity among participants at the stage without stimulus / Pacnpenenerne
aKTMBHOCTH JKeCTa Ha 3Talle 6e3 MpebsABIeHNs CTUMY/IA

Source: box plots (fig. 3, 4, 5, 6) compiled by the author

HMcemounuk: puarpaMMbl pasmaxa (pI/IC. 3,4, 5, 6), COCTaB/IeHO aBTOPOM
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fested in two regimes of immersive commu-
nication. Importantly, discourse schemata
displaying four discourse types in speech
[21; 22; 23; 24] serve as bad predictors of
two scenarios of immersive communication
(since no significant differences are observed
in speech); whereas the gestures do display
significant differences. To attest these dif-
ferences, we explore the distribution of dis-
course schemata in speech and four gesture
types in the individual probes of the experi-
ment participants.

Individual variance in discourse
schemata and gesture types distribution
in Human-Computer and Human-Human
interaction

To identify the variance in the multimod-
al behavior of individual participants, we ap-
plied hierarchical cluster analysis exploring
the distribution recurrencies in the discourse
schemata in the participants’ speech during
the two experimental stages. We hypothe-
sized that there might be different alignment
patterns within the participants groups. Us-
ing Jamovi software, we ran two hierarchical
clustering analyses at both stages. The distri-
bution of the participants in Human-Com-
puter interaction with stimulus exposure was
balanced: the resulting number of clusters
equals three; each cluster shows recurring
patterns in discourse use. In particular, the
first cluster features a high incidence of ex-
positive schemata. The second cluster shows
lower discursive activity among all the dis-
course schemata under consideration. The
third cluster is high in descriptive schemata.
Interestingly, the participants’ discursive ac-
tivity in Human-Human interaction regime
without stimulus exposure gained a different
cluster distribution. The resulting number
of clusters is two. The first cluster shows a
high incidence of narrative, descriptive, and
expositive discourse schemata, whereas the
second cluster features the participants with
a significant decrease in discourse activity
overall (in particular, in narrative schemata).

Following this procedure, first, we de-
termined the differences (using a series of

ANOVA tests) in discourse schemata distri-
bution in 1) clusters 1-3 in Human-Com-
puter interaction, 2) clusters 4-5 in Human-
Human interaction. The results show that in
clusters 1-3 there are differences in the distri-
bution of narrative and descriptive discourse
schemata (with F=6.5 at p=0.039 for each
type), whereas no difference was detected
in the use of expositive and argumentative
discourse. In clusters 4 and 5 significant dif-
ference is observed only in the distribution
of descriptive discourse schemata (with F=7
at p=0.008). Therefore, we can claim that
major differences between the participants’
clusters in speech irrespective of the interac-
tion regime lie in the use of descriptive dis-
course schemata. This suffices to prove that
the use of Descriptive passages characterized
by such schemata as description / explana-
tion (as in éwvLAAOUM HeMHO20 ClOppearnii-
cmuuno / (it) looks somewhat surreal), back-
ground information (as in wxadg, kposamv,
cmynvs xwénmuote / (I can see) a closet, a bed,
some yellow chairs), elaboration (as in 20-
nybosamuvtii cmonux / a bluish small table),
exemplification (as in xax é cmapuvte epe-
mena / like in olden times) [21] may serve
as a good predictor of individual variance
in speech irrespective of interaction regime
in immersive communication. Importantly,
no individual variance was observed in the
use of expositive discourse schemata, which
proves that this is notably the difference in
expositive discourse use, both in overall dis-
tribution and in the individual participants’
behavior distribution, which demarcates
Human-Computer and Human-Human
interaction. This means that expositive dis-
course schemata — viewpoint formulation (as
in 603moxcno / possibly, snauum / that is),
viewpoint presentation (as in docmamouro
ckyonwuii / fairly modest), compare—contrast
(as in 6 omauuue om xapmunvt / as opposed
to the painting), cause—eftect (as in credoea-
menvto / therefore), problem-solution (as
in écé-maxu omxpuvinoco oxHo / finally the
window opened) [23] serve as rigid predic-
tors of immersive communication on the
whole specifying the speech of each and ev-
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ery participant irrespective of the interaction
regime.

Second, we determined five gesture pro-
files of five participants’ clusters expecting
that there might be significant differences in
these profiles. Using a series of ANOVA tests,
we found that none of the gesture types dis-
plays significant variance among clusters 1-3
and 4-5, which means that gesture behavior
in each of the five clusters is not determined
by the discourse schemata distribution. Con-
sequently, whereas overall gesture activity is
dependent on the interaction regime, Hu-
man-Computer or Human-Human [10; 11],
the gesture distribution is not determined by
it. Presumably, gestural distribution is most-
ly dependent on the discourse schemata dis-
tribution rather than on the interaction type
or the discourse type on the whole.

Opverall, the study proves the efficiency of
the adopted Interactive Approach [13] and
the Integrative Functional Approach [14]
which allowed to specify speech and gesture
distribution and individual variance in Hu-
man-Computer interaction accompanied by
the stimulus exposure and in Human-Hu-
man interaction not accompanied by any
stimulus exposure. The study also shows that
the discourse taxonomies [15; 16; 17] may
serve as a reliable instrument to explore in-
formation construal in speech since they al-
low to mark the complete body of the speech
produce of participants. While the results
do not attest to the efficiency of identifying
discourse schemata and functional gesture

types alignment, they invariably prove that
more detailed research is necessary to dis-
close the alignment among single schemata
and not among overall discourse types. Fi-
nally, the results have shown that the cogni-
tive research of Human-Computer and Hu-
man-Human interaction can shed light both
on the conversation practices [3] in each
of these regimes and on their multimodal
specificity, which proves the importance of
this aspect of interaction studies formulated
in [2].

Final remarks

The adopted Interactive Approach [13]
and the Integrative Functional Approach
[14] may be applicable to contrastive dis-
course studies exploring a multimodal po-
tential of communication as modulated by
VR-/AR-/MR-technologies. Newly emerging
media of discourse delivery require an evita-
ble consideration of the impact of the tech-
nology factor on the cognitive and language
faculties of individuals exposed to various
(dynamic) stimuli. Varying the extent of the
stimulus exposure cannot but give rise to eth-
ical concerns when an individual’s language
and body use develop a digital extension in
virtual environments and can be manipu-
lated for personal gain. Besides discourse
and gesture alignment, another multimodal
dimension worth considering is gaze. In the
studies to come, we intend to specify gesture,
discourse, and gaze alignment patterns in
the two interactional regimes in question.
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