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Abstract

Aim. To identify strategies for developing language models using artificial intelligence to support the 
inclusion of people with mental disabilities.

Methodology. The study compares two approaches to building dialogue systems: information re-
trieval question-answering systems and generative question-answering. A collection of texts on 
inclusive education was compiled. Additionally, a complex of question-answering systems was cre-
ated using neural network transfer learning methods to analyze the performance of the approaches. 
A linguistic analysis of the collected data and the results of the dialogue system was conducted.

Results. The study showed that both approaches to building dialogue systems have their advantages 
and limitations. Information retrieval question-answering systems provide high answer relevance. 
Generative models offer greater flexibility in a broader context. Linguistic analysis revealed that 
for optimal results, it is advisable to combine both approaches, leveraging the strengths of each 
depending on the specific task and interaction context. 

Research implications. The significance lies in the development of dialogue system theory, deepen-
ing the understanding of the interaction between structural and semantic aspects of language and 
their impact on the effectiveness of different approaches to creating dialogue systems, as well as the 
possibility of applying the research results in the educational system.
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Аннотация

Цель. Выявление стратегии разработки языковых моделей с помощью искусственного интел-
лекта для поддержки инклюзии людей с ментальными нарушениями. 

Процедура и методы. В исследовании сравниваются два подхода к построению диалоговых 
систем: вопросно-ответные системы на основе извлечения информации и генеративные мо-
дели. Собрана коллекция текстов на тему инклюзивного образования. Методами нейросете-
вого трансферного обучения также создан комплекс вопросно-ответных систем для анализа 
производительности рассматриваемых подходов. Проведён лингвистический анализ собран-
ной коллекции данных и результатов работы диалоговой системы. 

Результаты. Исследование показало, что оба подхода к построению диалоговых систем име-
ют свои преимущества и ограничения. Вопросно-ответные системы на основе извлечения 
информации обеспечивают высокую релевантность ответов. Генеративные модели, в свою 
очередь, обладают большей гибкостью в широком контексте. Лингвистический анализ пока-
зал, что для достижения наилучших результатов целесообразно комбинировать оба подхода, 
используя сильные стороны каждого из них в зависимости от конкретной задачи и контекста 
взаимодействия. 

Теоретическая и/или практическая значимость заключается в развитии теории диалоговых 
систем, углублении понимания взаимодействия между структурными и семантическими 
аспектами языка и их влияния на эффективность различных подходов к созданию диалого-
вых систем, а также в возможности применения результатов исследования в образовательной 
системе.

Ключевые слова: генеративные модели, диалоговые системы, инклюзивное образование, 
лингвистический анализ, нейросетевые модели
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Introduction
According to the World Health Organi-

zation (WHO), about one in six people glob-
ally experience significant disability. Persons 
with disability face inequities in healthcare, 
education, and employment1. According to 
reports, people with mental health impair-
ments experience stigmatization; bullying 
at school and discrimination at work result 
in low social participation and mental dete-
rioration. Evidence from World Psychiatric 
Association shows that raising awareness 
of mental health conditions through media 
campaigns and inclusion reduces stigma and 
discrimination in the long-term run [1].

There are different types of mental dis-
orders [2]. Nevertheless, this study does not 
intend to cover every single category. The 
scope of this study addresses the challenges 
of people with neurodevelopmental disor-
ders, such as Autism Spectrum Disorder 
(ASD) and Attention Deficit Hyperactivity  
Disorder (ADHD). Neurodevelopmental 
disorders impact behavior and cognition2. 
What distinguishes them from other mental 
impairments is their potential to affect learn-
ing and language acquisition, meaning that 
neurodevelopmental disorders are a primary 
concern within the domain of inclusive edu-
cation research presented in this study.

People with ASD face challenges with 
social interaction3, ADHD is associated with 
trouble having attention4, various learning5 
and language disorders6 cause difficulties un-
1	 Disability. In: World Health Organization (WHO). 

URL: https://www.who.int/news-room/fact-sheets/de-
tail/disability-and-health (accessed: 17.08.2023).

2	 Mental Disorders. In: World Health Organization 
(WHO). URL: https://www.who.int/news-room/fact-
sheets/detail/mental-disorders (accessed: 22.08.2023).

3	 Autism Spectrum Disorder (ASD). In: Centers for Dis-
ease Control and Prevention. URL: https://www.cdc.
gov/autism/index.html (accessed: 22.08.2023).

4	 Attention-Deficit / Hyperactivity Disorder (ADHD). 
In: Centers for Disease Control and Prevention. URL: 
https://www.cdc.gov/adhd (accessed: 22.08.2023).

5	 Language Disorders. In: Centers for Disease Control 
and Prevention. URL: https://www.cdc.gov/ncbddd/
developmentaldisabilities/language-disorders.html 
(accessed: 22.08.2023).

6	 Facts about Intellectual Disability. In: Centers for Dis-

derstanding concepts, patterns, and words. 
Inclusive education of students with neu-
rodevelopmental disorders has been widely 
described globally [3], but the analysis of the 
use of Artificial Intelligence (AI) technolo-
gies in those practices lacks proper depth.

The rapid development of Generative AI 
resulted in numerous neural network apps 
in various fields, including psychology, psy-
chotherapy, and psychiatry. Some research 
proves the use of such Conversational AI 
agents as ChatGPT as a psychotherapist as-
sistant; the model successfully collects client 
information and generates reports for thera-
pists [4].

One can also find individual initiatives, 
like Spectrums AI7, that use AI algorithms 
to develop virtual assistance for people with 
neurodevelopmental disorders. Such cases 
prove the need to adapt AI-powered techno- 
logies for inclusive education. Nevertheless, 
there is a lack of AI regulations8 and research 
on applying novel technologies for inclusion.

The study aims to discover the develop-
ment strategies for building AI-powered 
apps that assist the inclusion of individu-
als with neurodevelopmental disorders and 
propose evidence-based recommendations 
for stakeholders, including educators, poli-
cymakers, and healthcare providers. The re-
search basis is the AI-powered app develop-
ment case experienced by the paper author. 
The study results could be tested in various 
settings, including education institutions, 
workplaces, and inclusive communities, to 
evaluate the success of the proposed prac-
tices and predict potential challenges.

The paper consists of a Related Work 
section and two chapters. The Related Work 

ease Control and Prevention. URL: https://www.cdc.
gov/disability-and-health/media/pdfs/2024/12/intel-
lectualdisability.pdf (accessed: 22.08.2023).

7	 Helping Neurodivergent Minds with Artificial Intelli-
gence. In: Spectrums AI. URL: https://www.spectrums.
ai (accessed: 22.08.2023).

8	 Tobin J. Artificial Intelligence: Development, Risks 
and Regulation. In: House of Lords Library. URL: 
https://lordslibrary.parliament.uk/artificial-intelli-
gence-development-risks-and-regulation (accessed: 
22.08.2023).
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section aims to explore and evaluate existing 
AI-based apps that address the unique needs 
of individuals with neurodevelopmental dis-
orders. The first chapter proposes various 
AI architectures for building inclusive apps, 
such as Information Retrieval techniques, 
Natural Language and Image Generation 
models, and Conversation AI agents, and 
the second chapter illustrates the realization 
of the proposed architectures in an app. The 
source code and supplementary material are 
available at: vifirsanova / empi: Empathic 
Machine Processors for Inclusion (EMPI). 
In: GitHUB. URL: https://github.com/vifir-
sanova/empi (further – vifirsanova / empi).

Related Work
According to the Cambridge Dictionary1, 

in education, inclusion is a concept describ-
ing an opportunity for everyone to partici-
pate in activities. Thus, a disabled individual 
should be able to take the same advantage 
from an activity as any other member of an 
inclusive group.

Numerous inclusive education technolo-
gies for students with neurodevelopmental 
disorders include computer-assisted learn-
ing. Information technology is a crucial part 
of our everyday life, and computer assistance 
helps disabled students to acquire independ-
ence, communication skills, and know- 
ledge [4].

Mobile devices are particularly useful 
when it comes to encouraging autonomy. 
For example, mobile apps for planning and 
scheduling help to organize routines, achieve 
goals, and psychologically prepare for social 
activities [5]. Knowing how to greet a class-
mate, answer a teacher's questions, or ask to 
use the bathroom step by step brings more 
confidence and allows one to pay more at-
tention to studying.

There are different classes of computer-
assisted technologies for students with neu-
rodevelopmental disorders. For example, 
Augmentative and Alternative Communi-
1	 Inclusion. In: Cambridge Free English Dictionary and 

Thesaurus. URL: https://dictionary.cambridge.org/dic-
tionary/english/inclusion (accessed: 15.04.2025). 

cation (AAC) comprises tools and practices 
for communication to support individuals 
with speech difficulties. Augmentative com-
munication supplements speech with signs, 
pictures, or other indicators, while alterna-
tive communication replaces speech with a 
different communication strategy2. Prolo-
quo2Go3 is an AAC app suitable for non-
verbal individuals with neurodevelopmental 
disorders and other disabilities. The use of 
Proloquo2Go in inclusive education was ap-
proved by its users4.

AI technologies augment inclusive edu-
cation. For example, the InnerVoice app5 
uses Microsoft Azure AI6 to teach language. 
A user should take a picture of an object, 
and then an AI model will recognize, label, 
and pronounce its name. As a result, autistic 
individuals can learn the relations between 
objects and their names and the connection 
between text and speech. 

Another example is Empowered Brain7, 
a set of Augmented Reality (AR) apps for 
mobile devices and smart glasses. Empow-
ered Brain provides games that teach how to 
make eye contact, recognize emotions, and 
explore environments such as classrooms. 
AI algorithms analyze emotions and user's 
speech commands.

Overall, the technologies observed in this 
section use the power of AR and AI and the 
advantages of portable devices. They help 
individuals with neurodevelopmental dis-
orders to enhance learning capabilities and 
communication skills. Most of the observed 
2	 ASHA Practice Portal. In: American Speech-Language-

Hearing Association. URL: https://asha.org/practice-
portal/ (accessed: 26.08.2023).

3	 Proloque2Go – AAC app with symbols. In: Assistive-
Ware. URL: https://assistiveware.com/products/prolo-
quo2go (accessed: 26.08.2023).

4	 Blazing a Trial for Inclusion. In: AssistiveWare. URL: 
https://assistiveware.com/learn-aac/12-ways-to-in-
clude-everyone-to-communicate-in-your-community 
(accessed: 15.04.2025). 

5	 InnerVoice. In: iTherapy. URL: https://www.ithera-
pyllc.com/innnervoice (accessed: 26.08.2023).

6	 Azure AI Platform. In: Microsoft. URL: https://azure. 
microsoft.com/en-us/solutions/ai (accessed: 26.08.2023).

7	 Empowered Brain. In: Brain Power. URL: https://brain-
power.com/empowered-brain (accessed: 26.08.2023).
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AI algorithms process images and speech. 
They do not take advantage of natural lan-
guage processing, although Conversational 
AI models such as ChatGPT are gradually 
evolving in psychiatry, psychology, and psy-
chotherapy.

The observed apps are broad in their 
domain, meaning they do not highlight 
specific situations that an individual with a 
neurodevelopmental disorder might face in 
an inclusive classroom. Another detail is that 
the apps are not inclusive themselves. They 
provide tools for people who experience 
some difficulties, for example, non-verbality, 
but they cannot be used as a training tool 
for members of a diverse group inclusively. 
These features and limitations will form the 
basis of the following research.

Chatbot
The research is two-fold; the first part 

proposes the Conversational AI architecture 
suitable for the inclusive education of indi-
viduals with neurodevelopmental disorders, 
and the second part describes a design for a 
mobile app for the proposed architecture re-
alization.

The proposed Conversational AI archi-
tecture, or the Chatbot, uses Transfer Learn-
ing (TL) [6] to fine-tune pre-trained models 
with a custom dataset about inclusive edu-
cation and neurodevelopmental disorders. 
The TL concept reveals itself compared with 
traditional Machine Learning (ML). Tra-
ditional ML implies training a new model 
from scratch each time we process a new 
dataset or try to solve a new task. For exam-
ple, if we need to adapt an English conver-
sational model for Russian data, we should 
train the same ML architecture from scratch 
on a Russian dialogue corpus. This approach 
would require significant time and comput-
ing power, and the results will not likely be 
satisfactory on a low-resource corpus or 
specific conversational domain, such as in-
clusive education and neurodevelopmental 
disorders (compared to open-domain tasks).

Transfer Learning allows preserving 
knowledge gained during model training 

and transferring (expanding) it to a new data 
type or task. Thus, adapting an English con-
versational model for the Russian language 
requires using the English model as a pre-
trained one and fine-tuning it (re-training 
it using weights learned by a model during 
training on English material) on a Russian 
dialogue corpus. This process usually takes 
significantly less time and computing power, 
opening an opportunity to make language- 
and domain-specific adjustments.

This study focuses on specific TL tech-
niques: domain adaptation and cross-lingual 
learning. The domain adaptation enables 
model pre-training on an open- or broad-
domain dataset and transferring knowledge 
gained during the training to a narrow- or 
low-resource domain. For example, one can 
train an open-domain question-answering 
system and use it to fine-tune a question-
answering model that covers information 
about inclusive education. The cross-lingual 
adaptation allows transferring knowledge 
from a high-resource language, such as Eng-
lish, to lower-resource language models.

Data
Both domain adaptation and cross-lin-

gual transfer require a dataset representing a 
closed domain or a target language. The data-
set used in this study fulfills both purposes; it 
is a collection of texts about inclusive educa-
tion of individuals with neurodevelopmental 
disorders (the research domain) in Russian 
(the target language). The proposed dataset 
is called ASD QA (Autism Spectrum Disor-
der Question-Answering) and collected by 
the author of this paper. The ASD QA dataset 
inherits the structure of the Stanford Ques-
tion Answering Dataset (SQuAD) [7; 8], a 
multipurpose collection of questions, an-
swers, and reading passages. SQuAD allows 
building Machine Reading Comprehension 
(MRC) models that take paragraphs and 
relevant questions as input data and use ML 
algorithms to extract answers to given ques-
tions from the paragraphs [9].
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The ASD QA dataset was collected 
through Toloka.AI1 crowdsourcing. The 
crowdworkers were to read a set of para-
graphs about Autism Spectrum Disorder 
(ASD) extracted from an information web 
resource Autistic City (the data is used with 
the resource administration agreement)2, ask 
one or several questions to each of the given 
paragraphs, and find answers to their ques-
tions. An additional task was to create sever-
al generic questions irrelevant to the dataset 
topic. This study proposes using irrelevant 
questions as a textual noise that makes the 
task of automated question-answering diffi-
cult for machine learning and results in the 
development of rather sophisticated models.

One can compare the technique of irrel-
evant questions collection used in the ASD 
QA with SQuAD version 2.0 “impossible” 
questions [8]. “Impossible” questions are rel-
evant to the reading passages' information 
but are slightly inaccurate and contain only 
plausible answers to given questions. The 
difference between the SQuAD 2.0 and the 
ASD QA dataset is that the latter contains ir-
relevant questions that do not have answers 
in reading passages. “Impossible” questions 
make SQuAD 2.0 difficult even for robust 
language models, and one can use SQuAD 
2.0 as a tool for algorithm enhancement, 
while irrelevant questions in the ASD QA 
dataset are required to filter the input data 

from uninformative questions and teach a 
model to focus on the dataset domain exclu-
sively.

This study uses the knowledge gained 
by open-domain algorithms enhanced with 
SQuAD 2.0 to create new closed-domain 
models through TL. Thus, the ASD QA data-
set should reflect differences between the 
target and all the other domains and filter the 
input data. Also, the dataset does not need 
to be as voluminous and difficult as SQuAD 
2.0 because TL allows skipping the stages 
of training where the model learns univer-
sal dependencies and other basic linguistic 
knowledge [10; 11].

One can download the ASD QA data-
set from Figshare3. Table 1 shows the ASD 
QA dataset statistics. The detailed statistics 
is given at vifirsanova / empi. The ASD QA 
dataset contains around 4,000 question-an-
swer pairs and more than 500 reading pas-
sages about inclusion and neurodevelop-
mental disorders. Circa 5% of the questions 
in the dataset are irrelevant; they form noise 
in the data and allow input filtering. The 
ASD QA dataset has four modifications. The 
first modification permits up to 3 answers 
to each question. The second modification 
contains 50% of the whole dataset (its short 
randomized version). The third modifica-
tion has shortened answers cut up to 1 word 
where possible. Another dataset version does 

Table 1 / Таблица 1

The ASD QA dataset statistics / Статистика датасета ASD QA

The number of question-answer pairs 4138 pairs
The number of irrelevant (noisy) questions 352 questions
The average length of a question 8 words
The average length of an answer 20 words
The average length of a reading passage 63 words

Source: compiled by the author.
123

1	 Toloka AI. URL: https://toloka.ai (accessed: 03.09.2023).
2	 Autistic City. URL: https://aspergers.ru (accessed: 03.09.2023).
3	 Firsanova, V. (2020). Autism Spectrum Disorder and Asperger Syndrome Question Answering Dataset 1.0. In: fig-

share. URL: https://figshare.com/articles/dataset/Autism_Spectrum_Disorder_and_Asperger_Syndrome_Ques-
tion_Answering_Dataset_1_0/13295831 (accessed: 03.09.2023). DOI: 10.6084/m9.figshare.13295831.v19.
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not contain irrelevant questions. On the Fig-
share page, one can find an additional corpus 
of texts written by random crowdworkers of 
different ages. The study proposes using this 
data to learn textual features indicating the 
user's age. That might be useful to tune the 
tone of voice of a Conversational AI system.

Information Retrieval  
Question-Answering

The study proposes using the ASD QA 
dataset to build an Information Retriever 
Question-Answering (IR QA) system. The 
proposed IR QA system takes the user’s 
question as input, extracts keywords, and 
searches [12] through an informational 
source, such as Autistic City, an article that 
could contain an answer. A Machine Read-
ing Comprehension module takes the user’s 
question and the article as input and extracts 
an answer to the user’s question.

The advantage of the proposed algo-
rithm is that the model does not generate 
content but cites it from a reliable informa-
tion source. That guarantees the absence of 
generic, misleading, and computationally 
biased content in the output. The disadvan-
tage is that the expected model performance 
should be at least twice as low as the perfor-
mance of a pure open-domain MRC system. 

The possible explanation for the expected 
IR QA system limitation is that the MRC 
module relies on the search engine perfor-
mance; if the engine extracts an article that 
does not contain an answer to the user’s 
question, the MRC module will have noth-
ing to work with, and even if a search engine 
extracts several plausible articles, it does not 
guarantee the exception of failure. Another 
explanation is that although Transfer Learn-
ing technology is robust, it does not ensure 
high performance on closed-domain and 
low-resource data [13]. The study proposes 
to train a Machine Reading Comprehension 
model on the ASD QA dataset and test it 
using a search engine and the Autistic City 
content.

The ASD QA dataset was split into train, 
validation, and test sets. The samples are 

available on the HuggingFace platform1, 
and the coding script is available at vifir-
sanova / empi. The dataset was used for the 
model fine-tuning with HuggingFace Trans-
formers. The demo versions of the Transfer 
Learning process, making predictions with 
the model and its evaluation are available 
at GutHub.2 After several trials on the mod-
el fine-tuning with different Transformer 
[14; 15] based models and various model pa-
rameters, the most efficient version was pub-
lished on HuggingFace3. Table 2 shows the 
model parameters, Table 3 indicates metric 
scores achieved by the fine-tuned model, and 
Figure 1 presents the model performance on 
HuggingFace UI.4 

Table 2 / Таблица 2

The model parameters / Параметры моде-
ли

Model Parameter Parameter Value
Hardware Tesla T4 GPU
Model type XLM-RoBERTa 
Learning rate 2e-5
Number of training epochs 3
Batch size 1
Optimizer Adam

Source: compiled by the author.

Table 3 / Таблица 3

The achieved metric scores / Значения 
метрик оценки

Loss 1.5
Exact Match 0.51
F1-Score 0.54

Source: compiled by the author.

1	 missvector. Dataset Card for The ASD QA Dataset. In: 
HuggingFace. URL: https://huggingface.co/datasets/
missvector/asd-qa-test (accessed: 13.09.2023).

2	 vifirsanova. Empathic Machine Processors for In-
clusion (EMPI). In: GitHub. URL: https://github.
com/vifirsanova/empi/tree/main/demos (accessed: 
15.04.2025). 

3	 missvector. Model Card for Ru-ASD-QA-BERT. In: 
HuggingFace. URL: https://huggingface.co/missvector/
ru-asd-qa-bert (accessed: 13.09.2023).

4	 Ibid.
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Satisfactory results in Figure 1 rely on 
proper input formatting. The MRC task re-
quires two input elements; a question and a 
reading passage that must contain an answer. 
Thus, an MRC algorithm as a chatbot engine 
should be provided with a separate search en-
gine or an information retriever that extracts 
a proper reading passage from a database or 
the web. One solution is to build a two-fold 
retriever-reader model that searches through 
a database in the first processing stage and 
extracts and answer to a user question, like 
MRC, on the second stage [16].

One way to build a retriever is to con-
vert the data stored on the information 
source into a corpus. The study proposes 
using a scraping technique described at vi-
firsanova / empi. The data was parsed with 
BeautifulSoup and then used as a corpus 
for information retrieval. The data was split 
into chunks of equal length. Each chunk 
contained 512 characters, i.e. the maximum 
input length for BERT-based systems. The 
corpus comprised 10,706 chunks. The study 

proposes searching the corpus with the Oka-
pi BM25 ranking function [17]1. 

Searching the input questions presented 
in Figure 1 resulted in different reading pas-
sages, although they were posed to the same 
passage in the ASD QA dataset. Figure 2 
shows the extracted reading passages. Em-
pirically, it is evident that some passages con-
tain plausible answers, and the first-ranked 
passage does not always contain an answer. 
Presumably, the combination of the passages 
might lead to higher precision. Nevertheless, 
the extracted passages were tested on the 
ASD QA model, and Figure 3 shows some 
results. The results in Figure 3 show a sig-
nificant decrease in the model performance 
even if the extracted passages were similar to 
the passages from the original dataset. One 
of the solutions is to switch the base algo-
rithm to Generative AI.

1	 The search process is shown at: vifirsanova /empi.retri- 
ever_reader/BM25_search.ipynb. In: GitHub. URL: https://
github.com/vifirsanova/empi/blob/old_ver/retriever_
reader/BM25_search.ipynb (accessed: 15.04.2025).

Fig. 1 / Рис. 1. The model performance on HuggingFace UI / Производительность модели на интер-
фейсе HuggingFace

Source: compiled by the author.
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Fig. 2 / Рис. 2. The results of Okapi BM25 retrieval / Результаты извлечения информации методом 
Okapi BM25

Source: compiled by the author.

Fig. 3 / Рис. 3. The model performance after Information Retrieval / Производительность модели по-
сле извлечения информации

Source: compiled by the author.
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Generative algorithms allow sequentially 
generating content by learning the probabi- 
lity distribution of tokens through train-
ing data. Zero-shot learning is a capabil-
ity of a generative algorithm to learn a new 
task without “seeing” similar samples in the 
training data, while few-shot learning allows 
a model to solve a new problem success-
fully with only a few examples of the task in 
a sample [18]. That means that it is possible 
to fine-tune generative algorithms for a wide 
range of Natural Language Processing tasks 
including question-answering.

One significant limitation of generative 
algorithms is their “hallucination”, i.e. gib-
berish content, such as non-existing words, 
grammar mistakes, or false facts. ChatGPT 
based on GPT 3.5 and GPT 4 is the state-
of-the-art Generative AI model. The study 
proposes several experiments on adapting 
ChatGPT for inclusive education. 

Generative Question-Answering
Figure 4 shows ChatGPT responses to 

questions from the ASD QA dataset. The 
model generates correct answers, however, 
the given information is excessive and it does 
not contain specific facts about inclusive 
education. The study proposes the improve-
ment of the model by integrating a graph. 
Firstly, it is important to build a graph that 
would contain necessary information about 
inclusion and neurodevelopmental disor-
ders. The study proposes creating a graph 
[19] that describes skills, practices, forms of 
communication, and inclusive environment, 
i.e. factoid information for different inclusive 
community members, such as psychiatrists, 
tutors, volunteers, and individuals with neu-
rodevelopmental disorders. Figure 5 shows 
the nodes and links of the proposed graph.

Secondly, one should form a query to ac-
cess the encoded information. For example, 
one can use SPARQL query language to form 
queries, such as SELECT * WHERE {?dis-
order rdfs:label "Autism"@en ; dbo:abstract 
?text . FILTER (LANG ( ?text ) = 'ru' )}, which 
means extracting all the instances containing 
textual information about Autism Spectrum 

Disorder in Russian from DBPedia (Wikipe-
dia-based graph knowledge base).

Finally, the extracted information can 
be used to form prompts (instructions in 
natural language) for ChatGPT or similar 
Conversational AI models. Figure 6 shows 
possible prompts for question-answering 
and ChatGPT outputs. The prompt should 
contain the question (for example, a ques-
tion from the ASD-QA dataset) and the in-
formation extracted from DBPedia or any 
other custom knowledge base (see Figure 5). 
The prompt should also contain styling in-
structions that set the length of a generated 
answer, tone of voice, and other formatting 
variations.

App
The proposed technology forms a Con-

versational AI chatbot. The chatbot is a part 
of a larger development project, an app for 
inclusive education. The proposed idea is to 
build a virtual assistance app for psychia-
trists, tutors, volunteers, and individuals 
with neurodevelopmental disorders. The app 
might help to exchange information about 
inclusion and instantly use popular tools for 
psychological support.

Figure 7 shows some of the app prototypes 
created in Figma by the author of this paper. 
The proposed app includes a Conversational 
agent that automatically answers various 
questions about inclusion and neurodeve- 
lopmental disorders, a catalog of educational 
illustrated novels about communication in 
an inclusive community, a planning calendar, 
and a messenger. The app design is a result 
of numerous consultations with psychiatrists, 
neurotypical university students, and indi-
viduals with neurodevelopmental disorders.

The study proposes using AI-generated 
images to illustrate the catalog of novels 
about communication, as well as chatbot re-
sponses. Figure 8 shows an image generated 
by DALL-E 2 with a prompt “greetings, illus-
tration, simplified image”. The knowledge of 
content format that would be acceptable and 
psychologically comfortable for people with 
neurodevelopmental disorders combined 
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Fig. 4 / Рис. 4. ChatGPT answers questions from the ASD QA dataset / ChatGPT отвечает на вопросы 
по данным ASD QA

Source: compiled by the author.

Fig. 5 / Рис. 5. Nodes and links of the proposed graph / Рёбра и вершины графа

Source: compiled by the author.
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Fig. 6 / Рис. 6. Proposed prompts and ChatGPT responses / Подсказки для ChatGPT 

Source: compiled by the author.

Fig. 7 / Рис. 7. App prototypes / Прототипы мобильного приложения

Source: compiled by the author.

with the power of prompt engineering could 
solve the problem of creating unique illustra-
tions that explain the basic concept of com-
munication. 

Conclusion
The study proposes a Conversational AI 

system and a mobile app for inclusive educa-
tion of individuals with neurodevelopmental 

disorders. The study describes data collec-
tion, the Conversational AI architecture de-
velopment process, and the app prototype.

The proposed Conversational AI archi-
tecture uses Transfer Learning to fine-tune 
pre-trained Transformer-based language 
models with the ASD QA dataset. The ASD 
QA dataset collected by the paper author 
covers various topics related to inclusive ed-
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ucation and neurodevelopmental disorders. 
The dataset compiled through crowdsourc-
ing includes different types of questions to 
encourage domain-specific learning.

The research probes two approaches to 
building dialogue systems: Information Re-
trieval Question-Answering (IR QA) and 
Generative Question-Answering. The IR 
QA system searches for an article that might 
contain an answer to a user question and 
extracts information from the extracted pas-
sage. This approach reduces the risk of gene- 

rating misleading or biased content. How-
ever, the extraction quality might be limited 
by the effectiveness of the underlying search 
engine. Generative Question-Answering, on 
the other hand, allows for more flexible re-
sponses but may introduce hallucinations by 
generating incorrect information.

The study proposes integrating a know- 
ledge graph with factoid information about 
inclusive education and neurodevelopmen-
tal disorders to enhance the Generative 
QA model performance. The model would 
access accurate information through the 
knowledge graph and generate high-quality 
responses with Generative AI.

The study proposes using the Conver-
sational AI system in a mobile app to assist 
psychiatrists, tutors, volunteers, and indi-
viduals with neurodevelopmental disorders. 
The app offers several features: the Conversa-
tional agent, educational aid, a planning cal-
endar, and a messenger to support inclusive 
education.

Overall, the study reflects various ap-
proaches towards building a Conversational 
AI for inclusion: Transfer Learning tech-
niques, knowledge graphs, and Generative 
AI. The proposed system might positively 
impact the field of inclusive education. How-
ever, it is important to recognize such chal-
lenges as Generative AI hallucination and 
maintain the quality of responses.

REFERENCES
1.	  World Report on Disability (2011). Geneva, Switzerland; Malta: World Health Organization. 
2.	 Borisov, P. M. (2010). Verbal description destructive personality concept. In: Bulletin of the Moscow 

Region State University. Series: Linguistics, 2, 78–92 (in Russ.).
3.	 Leifler, E. (2022). Educational inclusion for students with neurodevelopmental conditions [dissertation]. 

Stockholm.
4.	 Eshghie, M. & Eshgie, M. (2023). ChatGPT as a Therapist Assistant: A Suitability Study. In: arXiv. 

URL: https://arxiv.org/abs/2304.09873 (accessed: 13.09.2023). DOI: 10.48550/arXiv.2304.09873.
5.	 Gillespie, A., Best, C. & O'Neill, B. (2012). Cognitive Function and Assistive Technology for Cogni-

tion: a Systematic Review. In: Journal of the International Neuropsychological Society, 18 (1), 1–19. 
DOI: 10.1017/S1355617711001548.

6.	 Ruder, S. (2019). Neural Transfer Learning for Natural Language Processing: A thesis submitted in par-
tial fulfillment for the degree of Doctor of Philosophy. Galway.

7.	 Rajpurkar, P., Zhang, J., Lopyrev, K. & Liang, P. (2016). SQuAD: 100,000+ Questions for Machine Com-
prehension of Text. In: Proceedings of the 2016 Conference on Empirical Methods in Natural Language 
Processing. Austin, Texas: Association for Computational Linguistics, pp. 2383–2392. DOI: 10.18653/
v1/D16-1264.

Fig. 8 / Рис. 8. An illustration generated with 
DALL-E 2 / Иллюстрация создана с DALL-E 2

Source: compiled by the author.



80

ISSN 2949-5059 Вопросы современной лингвистики 2025 / № 1

8.	 Rajpurkar, P., Jia, R. & Liang, P. (2018). Know What You Don’t Know: Unanswerable Questions for 
SQuAD C. In: Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics. 
Volume 2: Short Papers. Melbourne, Australia: Association for Computational Linguistics, pp. 784–
789. DOI: 10.18653/v1/P18-2124.

9.	 Gao, J., Galley, M. & Li, L. (2019). Neural Approaches to Conversational AI: Question Answering, 
Task-Oriented Dialogues and Social Chatbots. In: Foundations and Trends® in Information Retrieval, 
13 (2-3), 127–298. DOI: 10.1561/1500000074.

10.	 Hewitt, J. & Manning, P. D. (2019). A Structural Probe for Finding Syntax in Word Representations. 
In: Proceedings of the 2019 Conference of the North American Chapter of the Association for Compu-
tational Linguistics: Human Language Technologies. Volume 1. Long and Short Papers. Minneapolis, 
Minnesota: Association for Computational Linguistics, pp. 4129–4138. DOI: 10.18653/v1/N19-1419.

11.	 Chi, E. A., Hewitt, J. & Manning, P. D. (2020). Finding Universal Grammatical Relations in Multilin-
gual BERT. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. 
URL: https://aclanthology.org/2020.acl-main.493.pdf (accessed: 13.09.2023). DOI: 10.18653/v1/2020.
acl-main.493.

12.	 Maksimenko, O. I. (2014). Information retrieval systems: estimation by fuzzy logic. In: Bulletin of the 
Moscow Region State University. Series: Linguistics, 5, 45–52 (in Russ.).

13.	 Shwartz S. Artificial Intelligence 101. In: AI Perspectives. URL: https://www.aiperspectives.com/artifi-
cial-intelligence-101/ (accessed: 15.09.2023).

14.	 Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Llion, J., Gomez, A. N., Kaiser, L. & Polosukhin, I. 
(2017). Attention is All You Need. In: NIPS'17: Proceedings of the 31st International Conference on 
Neural Information Processing Systems. Red Hook, New York: Curran Associates Inc., pp. 6000–6010. 
DOI: 10.5555/3295222.3295349.

15.	 Conneau, A., Khandelwal, K., Goyal, N., Chaudhary, V., Wenzek, G., Guzmán, F., Grave, E., Ott, M., 
Zettlemoyer, L. & Stoyanov, V. (2020). Unsupervised Cross-Lingual Representation Learning at Scale. 
In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. URL: 
https://aclanthology.org/2020.acl-main.747.pdf (accessed: 15.09.2023). DOI: 10.18653/v1/2020.acl-
main.747.

16.	 Sousa, N., Oliveira, N. & Praça I. (2022). Machine Reading at Scale: A Search Engine for Scientific and 
Academic Research. In: Systems, 10 (2), 43. DOI: 10.3390/systems10020043.

17.	 Manning, C. D., Raghavan, P. & Schütze, H. (2009). An Introduction to Information Retrieval. Cam-
bridge: Cambridge University Press.

18.	 Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D. et al. (2020). Language Models are Few-
Shot Learners. In: NIPS'20: Proceedings of the 34th International Conference on Neural Information 
Processing Systems. Red Hook, New York: Curran Associates Inc., pp. 1877–1901. DOI: 10.48550/
arXiv.2005.14165.

19.	 Klepalchenko, I. A. (2018). The Theory of Semantic Field as a Basis for the Declarative Knowledge 
Representation. In: Bulletin of Moscow Region State University. Series: Linguistics, 1, 18–24 (in Russ.). 
DOI: 10.18384/2310-712X-2018-1-18-24 (in Russ.).

ЛИТЕРАТУРА
1.	 World Report on Disability / World Health Organization; The World Bank. Geneva, Switzerland; Mal-

ta: World Health Organization, 2011. 325 + XXIV p. 
2.	 Борисов П. М. Вербальная характеристика концепта деструктивной личности // Вестник 

Московского государственного областного университета. Серия: Лингвистика. 2010. № 2.  
С. 78–92.

3.	 Leifler E. Educational inclusion for students with neurodevelopmental conditions: Thesis for Doctoral 
Degree (Ph. D.). Stockholm, 2022. 167 p.

4.	 Eshghie M., Eshgie M. ChatGPT as a Therapist Assistant: A Suitability Study [Электронный ресурс] // 
arXiv: [сайт]. URL: https://arxiv.org/abs/2304.09873 (дата обращения: 13.09.2023). DOI: 10.48550/
arXiv.2304.09873.

5.	 Gillespie A., Best C., O'Neill B. Cognitive Function and Assistive Technology for Cognition: a System-
atic Review // Journal of the International Neuropsychological Society. 2012. Vol. 18. Iss. 1. P. 1–19. 
DOI: 10.1017/S1355617711001548.



81

ISSN 2949-5059 Вопросы современной лингвистики 2025 / № 1

6.	 Ruder S. Neural Transfer Learning for Natural Language Processing: A thesis submitted in partial 
fulfillment for the degree of Doctor of Philosophy. Galway, 2019. 329 p.

7.	 SQuAD: 100,000+ Questions for Machine Comprehension of Text / P. Rajpurkar, J. Zhang, K. Lopyrev, 
P. Liang // Proceedings of the 2016 Conference on Empirical Methods in Natural Language Process-
ing. Austin, Texas: Association for Computational Linguistics, 2016. P. 2383–2392. DOI: 10.18653/v1/
D16-1264.

8.	 Rajpurkar P., Jia R., Liang P. Know What You Don’t Know: Unanswerable Questions for SQuAD C// 
Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics. Volume 2: 
Short Papers. Melbourne, Australia: Association for Computational Linguistics, 2018. P. 784–789. 
DOI: 10.18653/v1/P18-2124.

9.	 Gao J., Galley M., Li L. Neural Approaches to Conversational AI: Question Answering, Task-Oriented 
Dialogues and Social Chatbots // Foundations and Trends® in Information Retrieval. 2019. Vol. 13. 
No. 2-3. P. 127–298. DOI: 10.1561/1500000074.

10.	 Hewitt J., Manning P. D. A Structural Probe for Finding Syntax in Word Representations // Proceed-
ings of the 2019 Conference of the North American Chapter of the Association for Computational 
Linguistics: Human Language Technologies. Volume 1. Long and Short Papers. Minneapolis, Min-
nesota: Association for Computational Linguistics, 2019. P. 4129–4138. DOI: 10.18653/v1/N19-1419.

11.	 Chi E. A., Hewitt J., Manning P. D. Finding Universal Grammatical Relations in Multilingual BERT 
[Электронный ресурс] // Proceedings of the 58th Annual Meeting of the Association for Compu-
tational Linguistics. 2020. URL: https://aclanthology.org/2020.acl-main.493.pdf (дата обращения: 
13.09.2023). DOI: 10.18653/v1/2020.acl-main.493.

12.	 Максименко О. И. Информационно-поисковые системы: оценка методом нечёткой логики // 
Вестник Московского государственного областного университета. Серия: Лингвистика. 2014. 
№ 5. С. 45–52.

13.	 Shwartz S. Artificial Intelligence 101 [Электронный ресурс] // AI Perspectives: [сайт]. URL: https://
www.aiperspectives.com/artificial-intelligence-101 (дата обращения: 15.09.2023).

14.	 Attention is All You Need / A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, J. Llion, A. N. Gomez, 
L. Kaiser, I. Polosukhin // NIPS'17: Proceedings of the 31st International Conference on Neural In-
formation Processing Systems. Red Hook, New York: Curran Associates Inc., 2017. P. 6000–6010. 
DOI: 10.5555/3295222.3295349.

15.	 Unsupervised Cross-Lingual Representation Learning at Scale [Электронный ресурс] / A. Conneau, 
K. Khandelwal, N. Goyal, V. Chaudhary, G. Wenzek, F. Guzmán, E. Grave, M. Ott, L. Zettlemoyer, 
V. Stoyanov // Proceedings of the 58th Annual Meeting of the Association for Computational Linguis-
tics. 2020. URL: https://aclanthology.org/2020.acl-main.747.pdf (дата обращения: 15.09.2023). DOI: 
10.18653/v1/2020.acl-main.747.

16.	 Sousa N., Oliveira N., Praça I. Machine Reading at Scale: A Search Engine for Scientific and Academic 
Research //Systems. 2022. Vol. 10. No. 2. Article 43. DOI: 10.3390/systems10020043.

17.	 Manning C. D., Raghavan P., Schütze H. An Introduction to Information Retrieval. Cambridge: Cam-
bridge University Press, 2009. 506 p.

18.	 Language Models are Few-Shot Learners / T. Brown, B. Mann, N. Ryder, M. Subbiah, J. D. Kaplan, 
et al. // NIPS'20: Proceedings of the 34th International Conference on Neural Information Process-
ing Systems. Red Hook, New York: Curran Associates Inc., 2020. P. 1877–1901. DOI: 10.48550/arX-
iv.2005.14165.

19.	 Клепальченко И. А. Использование теории лексико-семантического поля в качестве основы 
для представления декларативных знаний // Вестник Московского государственного област-
ного университета. Серия: Лингвистика. 2018. № 1. С. 18–24. DOI: 10.18384/2310-712X-2018-1-
18-24.



82

ISSN 2949-5059 Вопросы современной лингвистики 2025 / № 1

INFORMATION ABOUT THE AUTHORS
Viktorya I. Firsanova (Saint Petersburg) – Postgraduate Student, Department of Mathematical Linguistics, 
Saint-Petersburg State University; 
ORCID: 0000-0002-8474-0262; e-mail: st085687@student.spbu.ru

ИНФОРМАЦИЯ ОБ АВТОРЕ
Фирсанова Виктория Игоревна (г. Санкт-Петербург) – аспирант кафедры математической лингви-
стики Санкт-Петербургского государственного университета; 
ORCID: 0000-0002-8474-0262; e-mail: st085687@student.spbu.ru


