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Abstract

Aim. To identify strategies for developing language models using artificial intelligence to support the
inclusion of people with mental disabilities.

Methodology. The study compares two approaches to building dialogue systems: information re-
trieval question-answering systems and generative question-answering. A collection of texts on
inclusive education was compiled. Additionally, a complex of question-answering systems was cre-
ated using neural network transfer learning methods to analyze the performance of the approaches.
A linguistic analysis of the collected data and the results of the dialogue system was conducted.

Results. The study showed that both approaches to building dialogue systems have their advantages
and limitations. Information retrieval question-answering systems provide high answer relevance.
Generative models offer greater flexibility in a broader context. Linguistic analysis revealed that
for optimal results, it is advisable to combine both approaches, leveraging the strengths of each
depending on the specific task and interaction context.

Research implications. The significance lies in the development of dialogue system theory, deepen-
ing the understanding of the interaction between structural and semantic aspects of language and
their impact on the effectiveness of different approaches to creating dialogue systems, as well as the
possibility of applying the research results in the educational system.
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work models
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AHHOTaynA

Llenb. BoisBneHue ctparerun pa3apaboTku A3bIKOBbIX MOLENeN ¢ MOMOLLbIO UCKYCCTBEHHOMO UHTEN-
NeKTa ans noAaepXKu UHKIH3UKN JTI0AEN C MEHTAIbHLIMW HAPYLLIEHUAMN.

Mpouenypa n metoabl. B nccnefoBaHnM CPaBHMUBAOTCA [4Ba NOAX0AA K MOCTPOEHUIO ANANOroBbiX
CUCTEM: BOMPOCHO-OTBETHbIE CUCTEMbl HA OCHOBE M3BJIeYeHMS MHOPMALMN U TeHepaTUBHbIE MO-
nenun. CobpaHa KonnekLms TEKCTOB Ha TEMY WHKNO3UBHOMO 06pa3oBaHus. Metofamu HelmpoceTe-
BOr0 TpaHCepHOro 06y4eHus Takxxe Co3AaH KOMMIIEKC BONPOCHO-0TBETHbIX CUCTEM AJ1 aHann3a
NPON3BOAUTENIbHOCTI paccMaTpMBaemblxX NMoaxonoB. MpoBeaéH NMHIBMCTUYECKMIA aHaNN3 cobpaH-
HOM KOJMEKLNN LAHHbIX N Pe3ynbTatoB paboTbl LMaNI0r0BOW CUCTEMDI.

PesynbTartbl. llccnefoBaHne nokasasno, 410 06a noaxona K NoOCTPOEHWO ANAN0roBbIX CUCTEM UMe-
0T CBOW MPEMMYLLECTBA M OrpaHWyeHus. BonpoCcHO-0TBETHbIE CUCTEMbl HAa OCHOBE W3BNEYEHUS
NHopmauun 06ecnevnBatoT BbICOKYID PEIeBAHTHOCTb OTBETOB. [€HepaTUBHbIE MOLENN, B CBO
04epeqb, 06/1aat0T 6OJIbLLIEN TMOKOCTbIO B LUMPOKOM KOHTEKCTE. JIMHTBUCTUYECKMIA aHaNI3 noka-
3a, 4TO 401 AOCTUXKEHNS HaUy4LWmMX pe3ynbTaToB Liefiecoobpa3Ho KOMOMHUPOBATL 062 noaxopa,
NCMOMb3Ys CUNbHbIE CTOPOHbI KAXKA0M0 U3 HUX B 3aBUCUMOCTI OT KOHKPETHOMN 33141 N KOHTEKCTa
B3aNMOJENCTBMS.

TeopeTnyeckas u/Mnu NpakTMYecKas 3HAYMMOCTb 3aK/HOYAETCA B PaSBMTUU TEOPWUU LMANIOrOBbIX
CUCTEM, YrNy6neHU NOHUMAHWUS B3aUMOAENCTBUS MEXAY CTPYKTYPHbIMU W CEMAHTUYECKUMU
acrnekTamm A3blka U UX BAUAHUSA HA SDGEKTUBHOCTb Pa3fIMYHbIX NOAXOLOB K CO3AHUI0 ANanoro-
BbIX CUCTEM, @ TaKXKe B BO3MOXXHOCTW NPUMEHEHMUS Pe3ybTaToB UCCej0BaHNSA B 06pa30BaTeNbHON
cucrteme.

KnroyeBble cnoBa: reHepatyBHbIE MOJENW, AUANOroBble CUCTEMbI, WHKITO3MBHOE 06pa30BaHue,
NUHTBUCTUYECKNIA aHaNN3, HEMPOCETEBbIE MOAENN

Ana yntupoBanns;

®upcaHosa B. V. VHkN03MBHAA AnanoroBas CuUCTemMa HOBOMO MOKOMEHWS: JIMHTBUCTUYECKUIA
acnekT //Bonpocbl coBpemeHHON uHrBucTMKI. 2025. Ne 1. C. 67-82. https://doi.org/10.18384/2949-
5075-2025-1-67-82.
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Introduction

According to the World Health Organi-
zation (WHO), about one in six people glob-
ally experience significant disability. Persons
with disability face inequities in healthcare,
education, and employment'. According to
reports, people with mental health impair-
ments experience stigmatization; bullying
at school and discrimination at work result
in low social participation and mental dete-
rioration. Evidence from World Psychiatric
Association shows that raising awareness
of mental health conditions through media
campaigns and inclusion reduces stigma and
discrimination in the long-term run [1].

There are different types of mental dis-
orders [2]. Nevertheless, this study does not
intend to cover every single category. The
scope of this study addresses the challenges
of people with neurodevelopmental disor-
ders, such as Autism Spectrum Disorder
(ASD) and Attention Deficit Hyperactivity
Disorder (ADHD). Neurodevelopmental
disorders impact behavior and cognition
What distinguishes them from other mental
impairments is their potential to affect learn-
ing and language acquisition, meaning that
neurodevelopmental disorders are a primary
concern within the domain of inclusive edu-
cation research presented in this study.

People with ASD face challenges with
social interaction®, ADHD is associated with
trouble having attention®, various learning’
and language disorders® cause difficulties un-

! Disability. In: World Health Organization (WHO).
URL: https://www.who.int/news-room/fact-sheets/de-
tail/disability-and-health (accessed: 17.08.2023).

> Mental Disorders. In: World Health Organization
(WHO). URL: https://www.who.int/news-room/fact-
sheets/detail/mental-disorders (accessed: 22.08.2023).

> Autism Spectrum Disorder (ASD). In: Centers for Dis-
ease Control and Prevention. URL: https://www.cdc.
gov/autism/index.html (accessed: 22.08.2023).

* Attention-Deficit / Hyperactivity Disorder (ADHD).
In: Centers for Disease Control and Prevention. URL:
https://www.cdc.gov/adhd (accessed: 22.08.2023).

* Language Disorders. In: Centers for Disease Control
and Prevention. URL: https://www.cdc.gov/ncbddd/
developmentaldisabilities/language-disorders.html
(accessed: 22.08.2023).

¢ Facts about Intellectual Disability. In: Centers for Dis-

derstanding concepts, patterns, and words.
Inclusive education of students with neu-
rodevelopmental disorders has been widely
described globally [3], but the analysis of the
use of Artificial Intelligence (AI) technolo-
gies in those practices lacks proper depth.

The rapid development of Generative Al
resulted in numerous neural network apps
in various fields, including psychology, psy-
chotherapy, and psychiatry. Some research
proves the use of such Conversational Al
agents as ChatGPT as a psychotherapist as-
sistant; the model successfully collects client
information and generates reports for thera-
pists [4].

One can also find individual initiatives,
like Spectrums AT, that use Al algorithms
to develop virtual assistance for people with
neurodevelopmental disorders. Such cases
prove the need to adapt Al-powered techno-
logies for inclusive education. Nevertheless,
there is a lack of AI regulations® and research
on applying novel technologies for inclusion.

The study aims to discover the develop-
ment strategies for building AI-powered
apps that assist the inclusion of individu-
als with neurodevelopmental disorders and
propose evidence-based recommendations
for stakeholders, including educators, poli-
cymakers, and healthcare providers. The re-
search basis is the AI-powered app develop-
ment case experienced by the paper author.
The study results could be tested in various
settings, including education institutions,
workplaces, and inclusive communities, to
evaluate the success of the proposed prac-
tices and predict potential challenges.

The paper consists of a Related Work
section and two chapters. The Related Work

ease Control and Prevention. URL: https://www.cdc.
gov/disability-and-health/media/pdfs/2024/12/intel-
lectualdisability.pdf (accessed: 22.08.2023).

7 Helping Neurodivergent Minds with Artificial Intelli-
gence. In: Spectrums AL URL: https://www.spectrums.
ai (accessed: 22.08.2023).

¢ Tobin]. Artificial Intelligence: Development, Risks
and Regulation. In: House of Lords Library. URL:
https://lordslibrary.parliament.uk/artificial-intelli-
gence-development-risks-and-regulation  (accessed:
22.08.2023).
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section aims to explore and evaluate existing
Al-based apps that address the unique needs
of individuals with neurodevelopmental dis-
orders. The first chapter proposes various
AT architectures for building inclusive apps,
such as Information Retrieval techniques,
Natural Language and Image Generation
models, and Conversation AI agents, and
the second chapter illustrates the realization
of the proposed architectures in an app. The
source code and supplementary material are
available at: vifirsanova / empi: Empathic
Machine Processors for Inclusion (EMPI).
In: GitHUB. URL: https://github.com/vifir-
sanova/empi (further - vifirsanova / empi).

Related Work

According to the Cambridge Dictionary’,
in education, inclusion is a concept describ-
ing an opportunity for everyone to partici-
pate in activities. Thus, a disabled individual
should be able to take the same advantage
from an activity as any other member of an
inclusive group.

Numerous inclusive education technolo-
gies for students with neurodevelopmental
disorders include computer-assisted learn-
ing. Information technology is a crucial part
of our everyday life, and computer assistance
helps disabled students to acquire independ-
ence, communication skills, and know-
ledge [4].

Mobile devices are particularly useful
when it comes to encouraging autonomy.
For example, mobile apps for planning and
scheduling help to organize routines, achieve
goals, and psychologically prepare for social
activities [5]. Knowing how to greet a class-
mate, answer a teacher's questions, or ask to
use the bathroom step by step brings more
confidence and allows one to pay more at-
tention to studying.

There are different classes of computer-
assisted technologies for students with neu-
rodevelopmental disorders. For example,
Augmentative and Alternative Communi-

! Inclusion. In: Cambridge Free English Dictionary and

Thesaurus. URL: https://dictionary.cambridge.org/dic-
tionary/english/inclusion (accessed: 15.04.2025).

cation (AAC) comprises tools and practices
for communication to support individuals
with speech difficulties. Augmentative com-
munication supplements speech with signs,
pictures, or other indicators, while alterna-
tive communication replaces speech with a
different communication strategy®. Prolo-
quo2Go® is an AAC app suitable for non-
verbal individuals with neurodevelopmental
disorders and other disabilities. The use of
Proloquo2Go in inclusive education was ap-
proved by its users®.

AT technologies augment inclusive edu-
cation. For example, the InnerVoice app®
uses Microsoft Azure AI° to teach language.
A user should take a picture of an object,
and then an AI model will recognize, label,
and pronounce its name. As a result, autistic
individuals can learn the relations between
objects and their names and the connection
between text and speech.

Another example is Empowered Brain’,
a set of Augmented Reality (AR) apps for
mobile devices and smart glasses. Empow-
ered Brain provides games that teach how to
make eye contact, recognize emotions, and
explore environments such as classrooms.
AT algorithms analyze emotions and user's
speech commands.

Opverall, the technologies observed in this
section use the power of AR and Al and the
advantages of portable devices. They help
individuals with neurodevelopmental dis-
orders to enhance learning capabilities and
communication skills. Most of the observed

> ASHA Practice Portal. In: American Speech-Language-
Hearing Association. URL: https://asha.org/practice-
portal/ (accessed: 26.08.2023).

> Proloque2Go - AAC app with symbols. In: Assistive-

Ware. URL: https://assistiveware.com/products/prolo-

quo2go (accessed: 26.08.2023).

Blazing a Trial for Inclusion. In: AssistiveWare. URL:

https://assistiveware.com/learn-aac/12-ways-to-in-

clude-everyone-to-communicate-in-your-community

(accessed: 15.04.2025).

° InnerVoice. In: iTherapy. URL: https://www.ithera-
pyllc.com/innnervoice (accessed: 26.08.2023).

¢ Azure Al Platform. In: Microsoft. URL: https://azure.
microsoft.com/en-us/solutions/ai (accessed: 26.08.2023).

7 Empowered Brain. In: Brain Power. URL: https://brain-
power.com/empowered-brain (accessed: 26.08.2023).
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AT algorithms process images and speech.
They do not take advantage of natural lan-
guage processing, although Conversational
AT models such as ChatGPT are gradually
evolving in psychiatry, psychology, and psy-
chotherapy.

The observed apps are broad in their
domain, meaning they do not highlight
specific situations that an individual with a
neurodevelopmental disorder might face in
an inclusive classroom. Another detail is that
the apps are not inclusive themselves. They
provide tools for people who experience
some difficulties, for example, non-verbality,
but they cannot be used as a training tool
for members of a diverse group inclusively.
These features and limitations will form the
basis of the following research.

Chatbot

The research is two-fold; the first part
proposes the Conversational Al architecture
suitable for the inclusive education of indi-
viduals with neurodevelopmental disorders,
and the second part describes a design for a
mobile app for the proposed architecture re-
alization.

The proposed Conversational Al archi-
tecture, or the Chatbot, uses Transfer Learn-
ing (TL) [6] to fine-tune pre-trained models
with a custom dataset about inclusive edu-
cation and neurodevelopmental disorders.
The TL concept reveals itself compared with
traditional Machine Learning (ML). Tra-
ditional ML implies training a new model
from scratch each time we process a new
dataset or try to solve a new task. For exam-
ple, if we need to adapt an English conver-
sational model for Russian data, we should
train the same ML architecture from scratch
on a Russian dialogue corpus. This approach
would require significant time and comput-
ing power, and the results will not likely be
satisfactory on a low-resource corpus or
specific conversational domain, such as in-
clusive education and neurodevelopmental
disorders (compared to open-domain tasks).

Transfer Learning allows preserving
knowledge gained during model training

and transferring (expanding) it to a new data
type or task. Thus, adapting an English con-
versational model for the Russian language
requires using the English model as a pre-
trained one and fine-tuning it (re-training
it using weights learned by a model during
training on English material) on a Russian
dialogue corpus. This process usually takes
significantly less time and computing power,
opening an opportunity to make language-
and domain-specific adjustments.

This study focuses on specific TL tech-
niques: domain adaptation and cross-lingual
learning. The domain adaptation enables
model pre-training on an open- or broad-
domain dataset and transferring knowledge
gained during the training to a narrow- or
low-resource domain. For example, one can
train an open-domain question-answering
system and use it to fine-tune a question-
answering model that covers information
about inclusive education. The cross-lingual
adaptation allows transferring knowledge
from a high-resource language, such as Eng-
lish, to lower-resource language models.

Data

Both domain adaptation and cross-lin-
gual transfer require a dataset representing a
closed domain or a target language. The data-
set used in this study fulfills both purposes; it
is a collection of texts about inclusive educa-
tion of individuals with neurodevelopmental
disorders (the research domain) in Russian
(the target language). The proposed dataset
is called ASD QA (Autism Spectrum Disor-
der Question-Answering) and collected by
the author of this paper. The ASD QA dataset
inherits the structure of the Stanford Ques-
tion Answering Dataset (SQuAD) [7;8], a
multipurpose collection of questions, an-
swers, and reading passages. SQuAD allows
building Machine Reading Comprehension
(MRC) models that take paragraphs and
relevant questions as input data and use ML
algorithms to extract answers to given ques-
tions from the paragraphs [9].
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The ASD QA dataset was collected
through Toloka.AI' crowdsourcing. The
crowdworkers were to read a set of para-
graphs about Autism Spectrum Disorder
(ASD) extracted from an information web
resource Autistic City (the data is used with
the resource administration agreement)?, ask
one or several questions to each of the given
paragraphs, and find answers to their ques-
tions. An additional task was to create sever-
al generic questions irrelevant to the dataset
topic. This study proposes using irrelevant
questions as a textual noise that makes the
task of automated question-answering diffi-
cult for machine learning and results in the
development of rather sophisticated models.

One can compare the technique of irrel-
evant questions collection used in the ASD
QA with SQuAD version 2.0 “impossible”
questions [8]. “Impossible” questions are rel-
evant to the reading passages' information
but are slightly inaccurate and contain only
plausible answers to given questions. The
difference between the SQuAD 2.0 and the
ASD QA dataset is that the latter contains ir-
relevant questions that do not have answers
in reading passages. “Impossible” questions
make SQuAD 2.0 difficult even for robust
language models, and one can use SQuAD
2.0 as a tool for algorithm enhancement,
while irrelevant questions in the ASD QA
dataset are required to filter the input data

Table 1/ Tabnuya 1

from uninformative questions and teach a
model to focus on the dataset domain exclu-
sively.

This study uses the knowledge gained
by open-domain algorithms enhanced with
SQuAD 2.0 to create new closed-domain
models through TL. Thus, the ASD QA data-
set should reflect differences between the
target and all the other domains and filter the
input data. Also, the dataset does not need
to be as voluminous and difficult as SQuAD
2.0 because TL allows skipping the stages
of training where the model learns univer-
sal dependencies and other basic linguistic
knowledge [10; 11].

One can download the ASD QA data-
set from Figshare®. Table 1 shows the ASD
QA dataset statistics. The detailed statistics
is given at vifirsanova / empi. The ASD QA
dataset contains around 4,000 question-an-
swer pairs and more than 500 reading pas-
sages about inclusion and neurodevelop-
mental disorders. Circa 5% of the questions
in the dataset are irrelevant; they form noise
in the data and allow input filtering. The
ASD QA dataset has four modifications. The
first modification permits up to 3 answers
to each question. The second modification
contains 50% of the whole dataset (its short
randomized version). The third modifica-
tion has shortened answers cut up to 1 word
where possible. Another dataset version does

The ASD QA dataset statistics / Crarucruka garacera ASD QA

The number of question-answer pairs 4138 pairs
The number of irrelevant (noisy) questions 352 questions
The average length of a question 8 words
The average length of an answer 20 words
The average length of a reading passage 63 words

! Toloka AI URL: https://toloka.ai (accessed: 03.09.2023).

Source: compiled by the author.

> Autistic City. URL: https://aspergers.ru (accessed: 03.09.2023).
* Firsanova, V. (2020). Autism Spectrum Disorder and Asperger Syndrome Question Answering Dataset 1.0. In: fig-

share.

URL: https://figshare.com/articles/dataset/ Autism_Spectrum_Disorder_and_Asperger_Syndrome_Ques-

tion_Answering_Dataset_1_0/13295831 (accessed: 03.09.2023). DOI: 10.6084/m9.figshare.13295831.v19.
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not contain irrelevant questions. On the Fig-
share page, one can find an additional corpus
of texts written by random crowdworkers of
different ages. The study proposes using this
data to learn textual features indicating the
user's age. That might be useful to tune the
tone of voice of a Conversational Al system.

Information Retrieval
Question-Answering

The study proposes using the ASD QA
dataset to build an Information Retriever
Question-Answering (IR QA) system. The
proposed IR QA system takes the user’s
question as input, extracts keywords, and
searches [12] through an informational
source, such as Autistic City, an article that
could contain an answer. A Machine Read-
ing Comprehension module takes the user’s
question and the article as input and extracts
an answer to the user’s question.

The advantage of the proposed algo-
rithm is that the model does not generate
content but cites it from a reliable informa-
tion source. That guarantees the absence of
generic, misleading, and computationally
biased content in the output. The disadvan-
tage is that the expected model performance
should be at least twice as low as the perfor-
mance of a pure open-domain MRC system.

The possible explanation for the expected
IR QA system limitation is that the MRC
module relies on the search engine perfor-
mance; if the engine extracts an article that
does not contain an answer to the user’s
question, the MRC module will have noth-
ing to work with, and even if a search engine
extracts several plausible articles, it does not
guarantee the exception of failure. Another
explanation is that although Transfer Learn-
ing technology is robust, it does not ensure
high performance on closed-domain and
low-resource data [13]. The study proposes
to train a Machine Reading Comprehension
model on the ASD QA dataset and test it
using a search engine and the Autistic City
content.

The ASD QA dataset was split into train,
validation, and test sets. The samples are

available on the HuggingFace platform’,
and the coding script is available at vifir-
sanova / empi. The dataset was used for the
model fine-tuning with HuggingFace Trans-
formers. The demo versions of the Transfer
Learning process, making predictions with
the model and its evaluation are available
at GutHub.” After several trials on the mod-
el fine-tuning with different Transformer
[14; 15] based models and various model pa-
rameters, the most efficient version was pub-
lished on HuggingFace’. Table 2 shows the
model parameters, Table 3 indicates metric
scores achieved by the fine-tuned model, and
Figure 1 presents the model performance on
HuggingFace UL*

Table 2 / Tabnuya 2

The model parameters / IlapameTpbl Mofe-
m

Model Parameter Parameter Value
Hardware Tesla T4 GPU
Model type XLM-RoBERTa
Learning rate 2e-5

Number of training epochs 3

Batch size 1

Optimizer Adam

Source: compiled by the author.

Table 3 / Tabnuya 3

The achieved metric scores / 3nauenusa
METPUK OI[eHKU

Loss 1.5
Exact Match 0.51
F1-Score 0.54

Source: compiled by the author.

! missvector. Dataset Card for The ASD QA Dataset. In:
HuggingFace. URL: https://huggingface.co/datasets/
missvector/asd-qa-test (accessed: 13.09.2023).
vifirsanova. Empathic Machine Processors for In-
clusion (EMPI). In: GitHub. URL: https://github.
com/vifirsanova/empi/tree/main/demos ~ (accessed:
15.04.2025).

3 missvector. Model Card for Ru-ASD-QA-BERT. In:
HuggingFace. URL: https://huggingface.co/missvector/
ru-asd-qa-bert (accessed: 13.09.2023).

4 Ibid.
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Hosted inference API

9 Question Answering

C Kakumm TPYAHOCTAMMU CTANIKMBAKOTCA ayTUYHbIE )KeHluMHbl?

Context

Examples v

Compute

[okTop Byaxayc roBOpUT, YTO Y ayTUYHBIX XKEHLWWH HEPEAKO BO3HUKAIOT

TPYAHOCTYH B 06y4eHUM Unu ncuxuyeckne npobnemsl. MoaToMmy, KOraa oHu

06pawaloTca 3a NOMOLLBIO, Bpay, KaK NPaBuo, UTHOPUPYET NPU3HAKK ayTU3Ma.

OHa roBopurT, 410 Y Manb4yMKoB ropasgo 6onblue WaHcoB nony4yuTb gUarHos ao

HaYaNnbHOM WKONbI, NOTOMY YTO UX TPYAHOCTH Bonee o4eBMAHbI, BPayu NyHie ux

pacno3HatoT. A MHOTrUX AeBOYEK He 3aMeTAT, NOTOMY 4TO UHCTPYMEHTbI CKPUHUHIa

"pa3paboTaHbl M CTAHAAPTU3NPOBAHBI NPEUMYLLECTBEHHO Ha MY)XXCKOM BbIBOpKe".

TPYAHOCTU B 06y4eHMM unu ncuxmyeckue npobnemol.

0.028

Fig. 1/ Puc. 1. The model performance on HuggingFace UI / [Ipon3BoguTeIbHOCTb MOJEIII Ha MIHTEP-

¢eitce HuggingFace

Satisfactory results in Figurel rely on
proper input formatting. The MRC task re-
quires two input elements; a question and a
reading passage that must contain an answer.
Thus, an MRC algorithm as a chatbot engine
should be provided with a separate search en-
gine or an information retriever that extracts
a proper reading passage from a database or
the web. One solution is to build a two-fold
retriever-reader model that searches through
a database in the first processing stage and
extracts and answer to a user question, like
MRC, on the second stage [16].

One way to build a retriever is to con-
vert the data stored on the information
source into a corpus. The study proposes
using a scraping technique described at vi-
firsanova / empi. The data was parsed with
BeautifulSoup and then used as a corpus
for information retrieval. The data was split
into chunks of equal length. Each chunk
contained 512 characters, i.e. the maximum
input length for BERT-based systems. The
corpus comprised 10,706 chunks. The study

Source: compiled by the author.

proposes searching the corpus with the Oka-
pi BM25 ranking function [17]".

Searching the input questions presented
in Figure 1 resulted in different reading pas-
sages, although they were posed to the same
passage in the ASD QA dataset. Figure2
shows the extracted reading passages. Em-
pirically, it is evident that some passages con-
tain plausible answers, and the first-ranked
passage does not always contain an answer.
Presumably, the combination of the passages
might lead to higher precision. Nevertheless,
the extracted passages were tested on the
ASD QA model, and Figure 3 shows some
results. The results in Figure 3 show a sig-
nificant decrease in the model performance
even if the extracted passages were similar to
the passages from the original dataset. One
of the solutions is to switch the base algo-
rithm to Generative AL

! The search process is shown at: vifirsanova /empi.retri-

ever_reader/BM25_search.ipynb. In: GitHub. URL: https://
github.com/vifirsanova/empi/blob/old_ver/retriever_
reader/BM25_search.ipynb (accessed: 15.04.2025).

Y



ISSN 2949-5059 | Bonpocbi coBpemeHHOi NMHTBIACTUKY [ 2025/Ne1

query = "C KakuMu TPYAHOCTAMW CTaNKWBAKTCA ayTU4HbIE XeHUMHbI?"
tokenized_query = query.split(" ")

doc_scores = bm25.get_scores(tokenized_query)

bm25.get_top_n(tokenized_query, corpus, n=5)

[ "HeBepbaneHuM pebénkom - He Bnagen peusw neT Ao cemu-soceMu. B 2010 roay e BospacTe 24-x net MHe guarHoctuposanu ayTtuzm. C
KaxabM AHéM BCE Oonee WMPOKO NPU3HAETCA, YTO ayTHU4HbIE AETU W B3POCNbIe CTAaNKUBAKTCA C npobnemamu CEHCOPHOH M MHPOPMAUMOHHOW O
6paboTku. Huxe NPUBOAMTCA KpaTKam MHPOPMAUMA O HEKOTOPLIX M3 3TuX NpoBAEM U KaK OHW 3aTPOHYAM U MEHA. ITO BaxHaAa uHpopMauua 4
NA Neparoroe, NOTOMY HTO AeTU-ayTUCTl He MOryT ofy4aTecs, ecnu Bui3BaHHble ocobeHHocTAMM',

'npegnonaranu y He& norpaHusdHoe paccTpoicTeo audHocTu (MPN). C nogobHuM HepeAko CTanKMBAKTCA ayTWHHbe XeHwuHs. "B npouyecce m
ACKMPOBKM ayTUYHAA XEHUWWHA 4acTo BHrNAAMT Tak, Oyato y weé MPN, notomy 4To nwau ¢ MNP/l nwbAT npumepaTs Ha ceba dyxue AuyHOCTHM
U O4YeHb HeAOBONbHbI ceoeit cobcTeeHHOM WAEHTUYHOCTBH, WAKW YYBCTBYWT, H4TO MM He XBaTaeT HAENTVIHHOCTVI", - AOGEBHRET 3Mu. AOKTOD
Byaxayc roBOpWUT, YTO y ayTU4HbIX XEHUMH HEPEAKO BO3HWKAKWT TPYAHOCTH B oby4eHun unm ncuxudeckue npobnemsi. Mostomy, ',

'c kakumm TPYAHOCTAMM CTankuveaeTcs SMBHEC, HeKoMMep4eckue, rocyaapCTBeHHble OpraHuzauyvu, H4TO cnepayeT agenaTe CaMuM uMHBanuaam
npu noucke u HaiiMe Ha paboty.llaTta: 24 mapta (naThHuua) 2017 r.Bpema: 10.00 - 19.00.Aapec: Manwii Kowwwkoeckuit nep., 2, m. «Kpa
cHonpecHeHckaa», «bappukagHan», KOBOPKMHI-UEHTP AreHTcTBa CTpaTeruyeckux uHuumatus «TOHKa KWUNEHWA», ayauTOpPUA YTO4HAETCA. Pe
rucTpauua yyactHukos: https://leader-id.ru/event/3521/Cneunanshuiii rocte Ctusen Wop — npodeccop, npenogaeaTens, ycnewHo npeoj
ONeBWWi ayTUCTUYECKOE PacCTPOACTBO, HAYYMBWWIACA C HUM XUTb M BECTW HOpManoHeii obpas xushu. lUens kowndepenuun «MpodopuenTtaumn
a',

'cnabas noagepxka pasBMTUA WHKAKW3MK. Camuill rnaBHuiii Dapbep — HeAOOUEHKa OKPYXawWWMu BO3MOXHOCTeW u cnocobHocTeit nwaent ¢ PAC.
Cnukepsl pecTuBanAa pacckaxyT O TOM, Kakue WUHTepecs MPUBENU MX B NpoPeccui, C KaKMMM CNOXHOCTAMU OHWM CTankuBawTCA Ha paboTe
B KonnekTuee. A Takxe o TOM, Kak 0coBeHHOCTU WX MBILNEHUA U noeegeHUA NOMOrUM UM CTaTb yCnNewHsiMu B BHGPEHHOﬁ cd)epe AeATenbHoC
™. [lnA y4acTua e Qectusane Heobxoauma peructpauus.lPOMPAMMACekuus Nl«Kapsepa ayTuuHOro 4enoseka»WcTopuu OT mepeoro nuua o no
ncke',

'kakux-nubo cybcTaHumit Ha koxe.BKYC: BKyC W TekcTypa nuwM — 3a4acTyl oHM OyayT npuaepxuBaTbCA 3HAKOMOA WM nuum.[leTv ¢ cuHap
oMoM Acneprepa MOryT uMeTe npobnemsl ¢ NNOXOM KOOPAMHAUMEN M MOTOPHOM HEYKAKXEeCTbi; 3TO MOXeT CKa3biBaTbCA Ha UX CMOCcOBHOCTU K
nUCbMy OT pyKuM M Haebikax, Tpebyiownx KpynHO# W Menkod MoTopuku.[leTw C cuHApOMOM AcCneprepa Takxe CTaNKUBaKTCA C TPYAHOCTAMM C
HaBLIKaMX CaMOOPraHW3auuu M ynNpasieHWeM BpeMeHem. JTOT HaBelK U3BECTeH Kak "ucnonHuTensHsie QyHkuuu". MpeacTasneHHuiii Bbiwe MaTep

nan —']

Fig. 2 / Puc. 2. The results of Okapi BM25 retrieval / PesynbTaThl uspnedeHna MHGOPMaLUM METOLOM
Okapi BM25

Source: compiled by the author.

C KaKMMW TPYAHOCTAMM CTANKMBAKOTCA ayTUYHbIE XKEHLMHbBI? Compute

Context

HeBepbHanbHbIM Pe6EHKOM - He BNafen peybto neT Ao ceMu-socbMu. B 2010 roay B
BO3pacTe 24-x neT MHe AnarHocTuposanu ayTusm. C kaxxabiM AHEM BCE bonee
WMPOKO NPU3HALTCS, YTO ayTUYHbIE AeTU U B3POC/ble CTANKUBAIOTCA C
npobnemamu CEHCOPHOW 1 MHPOPMaLMOHHOM 06paboTKu. Huke npusoanTCs
KpaTkas UHpOpMaLMa O HEKOTOPbIX U3 3TUX NPO6AEeM 1 KaK OHU 3aTPOHYNU U
MeHs. 3To BaXkHas nHdopMaumsa ANa Neaaroros, NOTOMY YTO AETU-ayTUCTbI He
MOTYT 06y4aTbCs, eCNU BbI3BaHHbIE 0COBEHHOCTAMM

Computation time on Intel Xeon 3rd Gen Scala cpu: cached

C KaxabIM 0.002

Fig. 3 / Puc. 3. The model performance after Information Retrieval / [Tpon3BoanTensHOCTb MOZEN 110-
/e M3B/IeYeHs MH(pOpMALy
Source: compiled by the author.
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Generative algorithms allow sequentially
generating content by learning the probabi-
lity distribution of tokens through train-
ing data. Zero-shot learning is a capabil-
ity of a generative algorithm to learn a new
task without “seeing” similar samples in the
training data, while few-shot learning allows
a model to solve a new problem success-
fully with only a few examples of the task in
a sample [18]. That means that it is possible
to fine-tune generative algorithms for a wide
range of Natural Language Processing tasks
including question-answering.

One significant limitation of generative
algorithms is their “hallucination”, i.e. gib-
berish content, such as non-existing words,
grammar mistakes, or false facts. ChatGPT
based on GPT 3.5 and GPT 4 is the state-
of-the-art Generative AI model. The study
proposes several experiments on adapting
ChatGPT for inclusive education.

Generative Question-Answering

Figure 4 shows ChatGPT responses to
questions from the ASD QA dataset. The
model generates correct answers, however,
the given information is excessive and it does
not contain specific facts about inclusive
education. The study proposes the improve-
ment of the model by integrating a graph.
Firstly, it is important to build a graph that
would contain necessary information about
inclusion and neurodevelopmental disor-
ders. The study proposes creating a graph
[19] that describes skills, practices, forms of
communication, and inclusive environment,
i.e. factoid information for different inclusive
community members, such as psychiatrists,
tutors, volunteers, and individuals with neu-
rodevelopmental disorders. Figure 5 shows
the nodes and links of the proposed graph.

Secondly, one should form a query to ac-
cess the encoded information. For example,
one can use SPARQL query language to form
queries, such as SELECT * WHERE {?dis-
order rdfs:label "Autism"@en ; dbo:abstract
?text. FILTER (LANG ( ?text ) ='ru')}, which
means extracting all the instances containing
textual information about Autism Spectrum

Disorder in Russian from DBPedia (Wikipe-
dia-based graph knowledge base).

Finally, the extracted information can
be used to form prompts (instructions in
natural language) for ChatGPT or similar
Conversational AI models. Figure 6 shows
possible prompts for question-answering
and ChatGPT outputs. The prompt should
contain the question (for example, a ques-
tion from the ASD-QA dataset) and the in-
formation extracted from DBPedia or any
other custom knowledge base (see Figure 5).
The prompt should also contain styling in-
structions that set the length of a generated
answer, tone of voice, and other formatting
variations.

App

The proposed technology forms a Con-
versational Al chatbot. The chatbot is a part
of a larger development project, an app for
inclusive education. The proposed idea is to
build a virtual assistance app for psychia-
trists, tutors, volunteers, and individuals
with neurodevelopmental disorders. The app
might help to exchange information about
inclusion and instantly use popular tools for
psychological support.

Figure 7 shows some of the app prototypes
created in Figma by the author of this paper.
The proposed app includes a Conversational
agent that automatically answers various
questions about inclusion and neurodeve-
lopmental disorders, a catalog of educational
illustrated novels about communication in
an inclusive community, a planning calendar,
and a messenger. The app design is a result
of numerous consultations with psychiatrists,
neurotypical university students, and indi-
viduals with neurodevelopmental disorders.

The study proposes using Al-generated
images to illustrate the catalog of novels
about communication, as well as chatbot re-
sponses. Figure 8 shows an image generated
by DALL-E 2 with a prompt “greetings, illus-
tration, simplified image”. The knowledge of
content format that would be acceptable and
psychologically comfortable for people with
neurodevelopmental disorders combined

D



[ 2025 /N1

BOI'IpOCbI COBpEMeHHOI?I JIMHIBUCTUKN

ISSN 2949-5059 ]

AyTu3M BbIBaET TONLKO Y AeTEH?

Her, ayT1am (paccTpoiicTBO ayTUCTUUECKOTO CMEKTPa) He OrPaHUUMBAETCA TONbKO ASTCKUM

BO3pacTom. AyTM3M ABNAETCA NOXU3HEHHBIM HEBPONOrMUECKUM pacmpoﬁcraom, KoTOopoe

MOXET CONPOBOXAaTb UE/N0BEKa Ha NPOTAXEHUMU BCell ero XusHu. an3HaKM aytusma
NPOABAAIOTCA B PAaHHEM AETCTBE, 1 HEKOTOPbIE AETU C aYyTUSMOM MOTYT UCMbITbIBATb
3HauuTeNbHOE yNyUlEHUE B PasBUTUK U aAanTauum K OKpy>Xatowemy MUpy € BO3pacTtom,

6naroaapsa noaaepxke, peabunutauum u obyueruio.

OpaHako aYTU3M TakK>XKe OCTAeTCA YaCTbHO XKU3HU MHOTUX B3POC/bIX NroAei. HeKOTOpre noaun C

ayTU3MOM MOTYT Pa3BMBATLCA U HAXOAUTLCA B COCTOAHUM HE3ABUCYMON XU3HM, B TO BPEMS
KaK Apyrue MOryT Hy>AaTbCs B NPOACAKUTENBHON NOAAEPXKKE U aAanTauum ANS YCNeWwHOMR

MHTerpauuu s obuiecteo.
BaXKHO MOMHMTB, UTO ayTW3M NPOSBAASTCA Pa3HOOOPasHbIMYU CNOCOBaMU, 1 KaXKAbIN Uenosek
C ayTU3MOM YHUKaNEeH. 3TO PAacCTPOMCTBO MOXET CKa3aTbCA Ha COLMANbHOM KOMMYHMKaLUWK,
NOBEeAEHUM, UHTEPEecax 1 UyBCTBaX, U BO3AE/CTBUE ero MOXET ObiTb PasINUHBIM y Pa3HbIX

NIOAEN He3aBUCUMO OT BO3pacTa.

Fig. 4 / Puc. 4. ChatGPT answers questions from the ASD QA dataset / ChatGPT oTBeuaeT Ha BOIIPOCHI

o ganHbiM ASD QA
Source: compiled by the author.
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Fig. 5 / Puc. 5. Nodes and links of the proposed graph / Pé6pa u Bepumusl rpada
Source: compiled by the author.
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g CoxpaTme CBOW OTBET, OCTaBUTb TONLKO BaXHYyHo MH¢opmau.mo, BblANUTb XXKUPHbBIM MaeHbie

daKTbl.

AyTW3M - HEBPONIOTUUECKOE PACCTPOMCTBO, HE OrPaHMUMBAETC AETCKUM BO3PACTOM.

anBHaKM HaUMHAaOT NPOABAATLCA A0 TPEX NIET. CuMNTOMbI MOTYT COXPaHATLCA U Y B3POC/bIX.

[AvarHocTuka u noaAaepxka ceiuac YUUTbIBAKOT BCEX BO3pacTax.

Fig. 6 / Puc. 6. Proposed prompts and ChatGPT responses / ITogckaskn gnsa ChatGPT

Chatbot-Keyboard-RU Stories-RU

YAT-BOT

. NNAHUPOBaTL AeHb,
. OTBE4YaTb Ha BONPOCHI,
. PacCcKkasbiBaTb UCTOPUMK,

. OTKPbITb AHEBHUK,
. CBA3a@TbCA CO
cneyuanucramu.

C uyero HauHém, Banepua?

p
MnanvposaTh AeHb. t@

>

¢

WUy KEHTDWU 3 x

< Cnoso Cnoso Cnoso

B wkone

®blBANDPONAOXD?I * Apy6a.

CmoTtperts..
#A4CMUNTbBIOXE

n3 © @ _

npusetcraue
Pycokuit

®

ncToPmnn

Source: compiled by the author.

Calendar-RU

KANEHAAPH
®

Mow geHb

Banepua

Mama

1cenTabpa 2025

09:00 NouncTnTb 3y6b!

10:00 3aBTpak

11:00 NnanvposaHue gHA

12:00 YutaTtb KHUrY

CounansHasa uctopusa:
+ AeHb B WKoOne,

13:00 Ypoku

obweHue wkona

14:00 Nomowb mame

Fig. 7 / Puc. 7. App prototypes / [IpOTOTHIIBI MOOVTLHOTO IIPUJIOKEHMSA

with the power of prompt engineering could
solve the problem of creating unique illustra-
tions that explain the basic concept of com-
munication.

Conclusion

The study proposes a Conversational Al
system and a mobile app for inclusive educa-
tion of individuals with neurodevelopmental

Source: compiled by the author.

disorders. The study describes data collec-
tion, the Conversational Al architecture de-
velopment process, and the app prototype.
The proposed Conversational Al archi-
tecture uses Transfer Learning to fine-tune
pre-trained Transformer-based language
models with the ASD QA dataset. The ASD
QA dataset collected by the paper author
covers various topics related to inclusive ed-
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Fig. 8 / Puc. 8. An illustration generated with
DALL-E 2 / Mnmoctpanus cosfana ¢ DALL-E 2

Source: compiled by the author.

ucation and neurodevelopmental disorders.
The dataset compiled through crowdsourc-
ing includes different types of questions to
encourage domain-specific learning.

The research probes two approaches to
building dialogue systems: Information Re-
trieval Question-Answering (IR QA) and
Generative Question-Answering. The IR
QA system searches for an article that might
contain an answer to a user question and
extracts information from the extracted pas-
sage. This approach reduces the risk of gene-

rating misleading or biased content. How-
ever, the extraction quality might be limited
by the effectiveness of the underlying search
engine. Generative Question-Answering, on
the other hand, allows for more flexible re-
sponses but may introduce hallucinations by
generating incorrect information.

The study proposes integrating a know-
ledge graph with factoid information about
inclusive education and neurodevelopmen-
tal disorders to enhance the Generative
QA model performance. The model would
access accurate information through the
knowledge graph and generate high-quality
responses with Generative Al

The study proposes using the Conver-
sational Al system in a mobile app to assist
psychiatrists, tutors, volunteers, and indi-
viduals with neurodevelopmental disorders.
The app offers several features: the Conversa-
tional agent, educational aid, a planning cal-
endar, and a messenger to support inclusive
education.

Overall, the study reflects various ap-
proaches towards building a Conversational
Al for inclusion: Transfer Learning tech-
niques, knowledge graphs, and Generative
Al The proposed system might positively
impact the field of inclusive education. How-
ever, it is important to recognize such chal-
lenges as Generative Al hallucination and
maintain the quality of responses.
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